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Abstract

In this thesis, we review and motivate the stability problem for both viscous and

relaxed shock waves, and discuss our recent work in proving spectral stability of

small-amplitude shock profiles for physically realistic models, including gas dynamics

and magnetohydrodynamics. Specifically, we use energy methods, extending the work

of Goodman, Kawashima, Matsumura, and Nishihara, to prove spectral stability of

small-amplitude shock profiles for the following one-dimensional systems: Kawashima

class viscous conservation laws, the Jin-Xin relaxation model, and isentropic gas dy-

namics with capillarity.

The methods used herein are motivated by the above mentioned work, however,

our analysis is carried out in the frequency domain, rather than the space-time do-

main. It has been recently shown, for rather general systems of these types, that

spectral stability implies nonlinear stability. Thus, the stability problem for smooth

shocks is reduced to determining the character of the spectrum of the linearized evo-

lution operator, whereby spectral stability is the key.
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CHAPTER 1

Introduction

1. Motivation and background

In the study of hyperbolic conservation laws

(1.1) ut + f(u)x = 0, u, f ∈ Rn,

one encounters discontinuous traveling wave solutions called shock waves. While

some of these solutions are consistent with observed phenomena in nature, many are

considered non-physical or mathematically spurious. As a result, additional criteria

have been developed to determine admissibility. There are a host of important results

in this direction [47].

As an alternative, Gelfand proposed his vanishing viscosity method, which is

loosely based on the idea that the physically relevant solutions of (1) are expected to

correspond to limiting solutions of viscous conservation laws

(1.2) ut + f(u)x = ε(B(u)ux)x, u, f ∈ Rn,

as ε → 0. These convection-diffusion models, when appropriately coupled, yield

smooth solutions called viscous shock waves. This viewpoint lends additional analyt-

ical tools to the overall program of shock wave theory, but is met with some limits

[4, 5, 48]. Several results demonstrate that the admissibility conditions determined

by Gelfand’s method are sensitive to choices of viscosity; whereby, different viscosities

yield different limiting solutions of (1). It follows that the viscosity term in (2) plays

an important role on the inner structure of shock waves and must be carefully chosen

to be consistent with the physically relevant solutions.

1



1. INTRODUCTION 2

Aside from being used to examine limiting solutions, viscous conservation laws are

also fundamental in their own right. Many physical contexts, including gas dynamics,

magnetohydrodynamics (MHD), and materials science, lead to viscous models – per-

haps the most well-known example being the Navier-Stokes equations for compressible

fluid dynamics.

In the context of viscous shocks, stability is a natural admissibility condition.

As with any evolutionary system, some form of stability is what characterizes the

homogeneity of observable phenomena, thus providing a notion of consistency in

the light of experimental uncertainty. Viscous shock waves fall into a broader class

of traveling wave phenomena, which are also found in reaction-diffusion equations,

nonlinear optics, combustion models, etc. Many stability problems in these and other

systems are mathematically similar to viscous shocks, and hence, several techniques

can be applied broadly.

The general theme of this present work is shock wave stability. Zumbrun and his

collaborators [55, 20, 38, 39], generalizing earlier work of [41, 13, 34, 35, 49] and

others, have developed a general program for proving stability. In short, they have

been able to show, for several general classes of shock waves, that spectral stability

of the linearized operator implies nonlinear stability. Hence, the general stability

problem for shocks is reduced to determining the character of the spectrum of the

linearized operator. For spectral stability in this context, we mean that there do not

exist any growth or oscillatory modes, i.e., no spectrum in the closed deleted half

plane {λ ∈ C\{0}|<e(λ) ≥ 0}.

2. Past Results

For viscous shock waves, we assume the genuine coupling condition – that there

are no eigenvectors of df(u) in the kernel of B(u); otherwise solutions can decouple
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to form shocks, as in the hyperbolic case. To guarantee genuine coupling, one can

impose a positive definite viscosity. While this restriction has substantial mathemat-

ical advantages, such as sectoriality in the semigroup framework and good uniform

bounds for energy estimates, it is overly strong for many physical models. For ex-

ample, both gas and plasma dynamics have models with degenerate viscosities due

to strictly conserved quantities, which have no higher order terms in the presence of

dissipation – e.g., conservation of mass, charge, etc. We note that the Navier-Stokes

and MHD models have degenerate viscosities, yet satisfy the genuine coupling con-

dition. Because of this, the restriction to the positive-definite case is often called

artificial viscosity, where the general nonnegative-definite case, which allows for these

degeneracies, is generally called real viscosity.

The ideas developed in the analysis of artificial viscosity are powerful and have

driven much of the analysis in the real viscosity case. Majda and Pego [37] proved

existence and uncovered the asymptotic structure for small-amplitude shocks. Using

this structure, several results have been built up to achieve nonlinear stability for

small-amplitude shocks. Goodman [13] used a clever weighted norm estimate to

prove zero-mass stability1. T.-P Liu [34] provided partial results for the nonlinear

stability problem, and Szepessy and Xin [49] later completed the proof. Finally,

motivated by both Liu’s work on pointwise Green’s function bounds [35] and that

of Gardner and Zumbrun [10] for their Evans function and “Gap Lemma” analysis,

Zumbrun and Howard [55] proved that spectral stability implies nonlinear stability.

This latest result holds for large-amplitude shocks as well.

1Zero-mass stability is defined as nonlinear stability subject to the a priori condition that ad-

missible perturbations have integral zero. We remark that zero-mass stability is weaker than general

nonlinear stability, but is slightly stronger than spectral stability.



1. INTRODUCTION 4

The analysis for real viscosity has followed closely behind: Kawashima [27] de-

veloped a stability criterion, which combines genuine coupling with symmetrizability,

that is, the condition that there exists a symmetric, positive definite matrix A0(u)

such that A0(u)df(u) and A0(u)B(u) are both symmetric and A0(u)B(u) is non-

negative definite. We call this the Kawashima class2 and note that it contains the

Navier-Stokes equations and the corresponding equations for MHD. This is viewed

as a structural stability condition, which implies stability of constant solutions in L2.

Later, Pego [42] proved existence for small-amplitude shocks by extending the work

of [37], stated above, to the Kawashima class.

The stability problem for conservation laws with real viscosity was initially exam-

ined by Kawashima, Matsumura, and Nishihara [41, 28, 29], who proved zero-mass

stability of small-amplitude shocks for γ-law gas dynamics. Their methods involve

clever energy estimates which capitalize on the structure of the equations. While they

solved an important problem, it does not appear that their technique extends to the

rest of the Kawashima class.

3. Recent Results

3.1. Stability of Kawashima Class Viscous Shocks. In this present work

(see also [23]), we use a series of energy estimates to prove spectral stability for

small-amplitude Kawashima class shock waves. Our approach extends both the work

of Goodman for the case of artificial viscosity and that of Kawashima for real viscosity,

see Chapter 3.

An interesting remark is that all of the above estimates were carried out in the

frequency domain as spectral energy estimates, rather than the more traditional

time-asymptotic estimates. In addition, there does not appear to be an obvious

2The Kawashima class is actually more general than this. See Appendix A for details.
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time-asymptotic analog to our work. This approach was inspired by Zumbrun and

Howard’s program. It is worth pointing out that while spectral stability for γ-law

gas dynamics was already proven (mentioned above in [41, 29, 28]), the stability of

small-amplitude shocks in MHD was not known, and is implied by our work.

Finally we mention that Mascia and Zumbrun [38] generalized the work of Zum-

brun and Howard, by showing that spectral stability implies nonlinear stability for

the Kawashima class. Thus, combined with our spectral stability result, the stability

problem for small-amplitude Kawashima class viscous shocks is complete.

3.2. Stability of Relaxation Shocks. Aside from viscous conservation laws,

the stability of shock waves in relaxation models is also of great interest. Relaxation

shows up in several physical situations, in particular, the kinetic theory of gases. T.-P

Liu [34] proved zero-mass stability for small-amplitude shocks in the general 2 × 2

relaxation model

ut + f(u, v)x = 0,

vt + g(u, v)x = h(u, v), u, v ∈ R, hv < 0.
(1.3)

Later, Caflisch and Liu [3] proved the same for the Broadwell model, which is a 3× 3

relaxation system. In this work we consider the Jin-Xin relaxation model, which is

a popular 2n × 2n system used in numerical studies of hyperbolic equations and is

included in the general form of the Kawashima class. We show that Jin-Xin relaxation

shocks are spectrally stable in Chapter 4 (see also [21]).

Mascia and Zumbrun [39] have further extended the work of Zumbrun and Howard

to include relaxation models. Hence, for the Jin-Xin model, as well as the other models

mentioned above, the stability problem for small-amplitude relaxation shocks is now

complete.

Author’s Note: At the time of this writing, Plaza and Zumbrun proved spectral

stability for general small-amplitude relaxation shocks [43].
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3.3. Stability of Viscous-Dispersive Shocks. Systems with added dispersion

are also very interesting. In Chapter 5 (see also [22]), we examine stability problem

for isentropic gas dynamics with capillarity 3

vt − ux = 0,

ut + p(v)x = (b(v)ux)x + dvxxx, u, v ∈ R,
(1.4)

where p′(v) < 0, p′′(v) > 0, d < 0. We prove that small-amplitude shocks are

spectrally stable. In addition we prove that there are no positive real eigenvalues for

monotone profiles in this model – a result that is independent of the shock amplitude.

3.4. Methodology. Our approach in this work makes use of spectral energy

estimates; meaning that we perform energy estimates on the eigenvalue problem de-

termined by linearizing about the profile. Traditionally, energy estimates are more

commonly done with the evolution equations. However, our approach is motivated

by the idea that spectral estimates can have advantages over the time-asymptotic

approach. Specifically, as we see in Chapter 3, one can sometimes combine estimates

in a straightforward manner, which would be difficult at best in the traditional ap-

proach. In any case, energy estimates require that appropriate weights be applied to

leverage the special structure enough for the “good terms” to dominate the “error

terms”. We remark that for the systems that we consider herein, small-amplitude

shock wave profiles have small derivatives. This is a key fact that is used throughout

our analysis by making our higher order error terms relatively small in our estimates.

In the large-amplitude case, our stability proofs do not hold. Indeed there only two

known results in the literature for large-amplitude shocks [41, 54], both of which

have very special structure.

3A similar problem to the one treated here has been examined by Kodja [31].



CHAPTER 2

Mathematical Background

In this chapter, we depart momentarily from the theory of shock waves, per se,

and consider a broader class of equations that admit more general traveling wave

solutions.

1. Traveling waves

We consider the following class of quasi-linear systems of partial differential equa-

tions (PDE)

(2.1) ut + f(u)x − (B(u)ux)x + (C(u)uxx)x +Q(u) = 0,

where x ∈ R, u, f ∈ Rn, and B,C,Q ∈ Rn×n are all twice continuously differentiable.

Definition 2.1. A traveling wave profile of (2.1) is a solution û satisfying

(2.2) u(x, t) = û(x− st),

where s is the speed of the wave. By assuming a solution of the form (2.2), the exis-

tence problem for a traveling wave profile reduces to the ordinary differential equation

(ODE),

(2.3) (f ′(u)− s)u′ − (B(u)u′)′ + (C(u)u′′)′ +Q(u) = 0,

subject to appropriate boundary conditions.

7
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Different boundary conditions lead to different classes of traveling waves. In this

work, we restrict ourselves to the class of continuous traveling waves with asymptot-

ically constant boundary, i.e., those traveling waves satisfying

(2.4) lim
x→±∞

û(x) = u± and lim
x→±∞

û(n)(x) = 0, n ≥ 1.

Remark 2.1. Notice that the endpoints u± are equilibrium points for (2.3), when

considered as a dynamical system. Hence, we see that traveling waves correspond

to connecting orbits in phase space. In fact, since (2.3) is autonomous in x, the

invariance under translations, x → x + δ, yields a smooth one-parameter manifold

{ûδ} of traveling wave profiles corresponding to a single connecting orbit.

Definition 2.2. Let û be a nontrivial traveling wave profile satisfying (2.4). If

u− 6= u+, then û is called a wave front with amplitude ε = |u+ − u−|. If u− = u+,

then û is called a pulse.

Remark 2.2. In the context of systems that smoothly regularize hyperbolic models,

front waves are generally referred to as shock waves, despite the fact that they are

smooth traveling waves.

1.1. Examples. Traveling waves are found pervasively throughout the mathe-

matical sciences. Such examples are found in areas of continuum mechanics, kinetic

theory, biological applications, chemical reactions, materials science, combustion the-

ory, and the study of phase transitions. We devote the remainder of this section to

providing examples of traveling waves.

Example 2.1 (Viscous Burgers equation). We consider the scalar convection-

diffusion equation

(2.5) ut + uux = νuxx, ν > 0.
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This well-known model characterizes behavior found in shock tube experiments. The

shock wave solutions of (2.5) satisfy the following boundary value problem

−su′ + uu′ = νu′′,

u(±∞) = u±.

By integrating (2.1) from x to −∞ and simplifying, we reduce to

u2 − 2s(u− u−)− u2
− = 2νu′.

By completing the square and integrating, we find the exact solution,

u(x, t) = s− a tanh

[
a(x− st+ δ)

2ν

]
,

where a = (u− − u+)/2 and δ ∈ R is some translate.

Remark 2.3. Notice that in the limit as ν → 0, the viscous Burgers solution

approximates a genuine shock wave solution as prescribed from hyperbolic theory.

Example 2.2 (Viscous conservation law). This general class includes: the viscous

Burgers equation above, the celebrated Navier-Stokes equation, and magnetohydrody-

namics (MHD). It satisfies (2.1) when Q = C = 0.

(2.6) ut + f(u)x = (B(u)ux)x,

The traveling wave ODE is given by

(2.7) (f(u)− s)ux = (B(u)ux)x,

subject to (2.4). By integrating (2.7) from x to −∞, we arrive at

(2.8) B(u)ux = −s(u− u−) + (f(u)− f(u−)).

Example 2.3 (Jin-Xin relaxation [24]). Consider the following model, which has

roots in kinetic theory,

Ut + Vx = 0,

Vt + AUx = f(U)− V,
(2.9)
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which satisfies (2.1) when B = C = 0. The traveling wave (shock wave) profiles are

given by the ODE

−sU ′ + V ′ = 0,

−sV ′ + AU ′ = f(U)− V,
(2.10)

subject to (2.4). By combining terms and integrating, we reduce the traveling wave

ODE to

(2.11) (A− s2I)U ′ = −s(U − U−) + f(U)− V−.

Since U ′ = 0 on the boundary, it follows that f(U−) = V−. Hence

(2.12) (A− s2I)U ′ = −s(U − U−) + f(U)− f(U−),

which is the same ODE as (2.8), when B = A− s2I, and thus the respective profiles

are the same.

Example 2.4 (Korteweg-deVries equation). We consider the convection-dispersion

model, which is used to study, among other things, shallow wave motion

(2.13) ut + 6uux + uxxx = 0.

Notice that this satisfies (2.1), when f(u) = 3u2, C(u) = 1, and B(u) = Q(u) = 0.

We seek pulse solutions for this model. The traveling wave ODE is given by

(2.14) −sux + 6uux + uxxx = 0,

subject to the condition that u+ = u− = 0. We can integrate to get

−su+ 3u2 + uxx = 0.

By multiplying through by ux and integrating again, we arrive at

u2
x = su2 − 2u3,
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which has the exact solution

u(x, t) =
s

2
sech2

[√
s

2
(x− st+ δ)

]
,

where δ ∈ R is a translate. Notice that the amplitude is dependent on the speed of the

pulse. This is a general characteristic of solitary waves.

Example 2.5 (Scalar reaction-diffusion equation). We briefly examine the general

reaction-diffusion model, which has numerous chemical and biological applications,

(2.15) ut + F (u) = B(u)uxx.

This satisfies (2.1) when f(u) = C(u) = 0 and Q(u) = F (u). The traveling wave

ODE takes the form

(2.16) B(u)u′′ + su′ − F (u) = 0.

2. Stability of traveling waves

In the previous section, we examined the existence problem for traveling waves. In-

deed we showed, for the class of traveling waves with asymptotically constant bound-

ary, that the existence problem reduces to finding a connecting orbit in phase space.

From a more general viewpoint, we can consider traveling waves as stationary solu-

tions in a moving frame. Specifically, we can arrive at (2.3) by translating equation

(2.1) via (x, t) → (x− st, t) and considering the stationary solutions of

(2.17) ut = F(u) = −(f ′(u)− s)ux + (B(u)ux)x − (C(u)uxx)x −Q(u).

This latter point of view allows us to consider a traveling wave profile in the context of

a general evolutionary system of the form ut = F(u), where u(·, t) is in an appropriate

Banach space X . In this setting, a traveling wave profile is a stationary solution û

of (2.17), i.e., satisfies F(û) = 0. By characterizing traveling wave profiles in this

manner, we can examine the stability problem by considering the long-term behavior

of solutions which are initially “close to” the equilibrium solution û.
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2.1. Orbital Stability. Given an appropriate Banach space X with norm ‖ · ‖

and an admissible set A ⊂ X of small perturbations, we can consider Cauchy problem

for (2.17) with initial data

u(x, 0) = û(x) + v(x, 0), v(x, 0) ∈ A,

where û is a stationary solution of (2.17). Note that ‖u(x, 0) − û(x)‖ = ‖v(x, 0)‖.

Hence, the evolution of v(·, t) describes the difference in behavior between the sta-

tionary solution û and u(x, t).

By linearizing (2.17), i.e., expanding out the linear and nonlinear parts, we have

that v(x, t) satisfies

(2.18) vt = −(Av)x + (Bvx)x − (Cvxx)x −Dv︸ ︷︷ ︸
Linear term=L(v)

+R(v, vx, vxx)x + S(v)︸ ︷︷ ︸
Higher order

where R = O(|v|2 + |v′|2 + |v′′|2), S = O(|v|2) and

Av := df(û)v − dB(û)vûx + dC(û)vûxx,

B := B(û), C := C(û), and D := dQ(û).
(2.19)

By Duhamel’s principle, we express the solution of v(x, t) as the sum of a linear term

and a nonlinear term

(2.20) v(x, t) = eLtv(x, 0) +

∫ t

0

eL(t−s)(R(v, vx, vxx)x + S(v)) ds.

Formally we can see that asymptotic stability occurs when v(x, t) → 0 as t→∞.

However, since our equilibrium solution û is just one point of a continuous manifold

of equilibrium solutions {ûδ}, the best we can generally hope for is orbital stability.

We have the following definition:

Definition 2.3. A stationary solution û of (2.17) is (asymptotically) orbitally

stable with respect to A if u(·, t) → {ûδ} as t → ∞, whenever u(·, 0) − û ∈ A. We

use the terms orbital stability and nonlinear stability interchangeably.
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We seek a general program for determining whether a given traveling wave profile

is stable. Motivated by Lyapunov’s theorem for hyperbolic equilibrium points in

dynamical systems theory, it is desirable to develop a stability theory for traveling

waves, which equates orbital stability with a “well-behaved” spectrum. There are

several difficulties toward this end. Before expounding on this further, however, we

first describe the spectral problem for the linearized operator.

The spectrum of a traveling wave profile comes from the eigenvalue problem as-

sociated with the linearization (2.18) of the evolution operator in (2.17)

(2.21) λv = Lv := −(Av)x + (Bvx)x − (Cvxx)x −Dv.

Definition 2.4. We have the following:

(i). The spectrum σ(L) of L is the set of all λ ∈ C such that L − λI is not

invertible, i.e., there does not exist a bounded inverse.

(ii). The point spectrum σp(L) of L is the set of all isolated eigenvalues of L

with finite multiplicity.

(iii). The essential spectrum σe(L) of L is the entire spectrum less the point

spectrum, i.e., σe(L) = σ(L)\σp(L).

In the following lemma, we show that L always has at least one eigenvalue:

Lemma 2.1 (Sattinger [44]). The derivative of the profile û′ is an eigenfunction

of L with eigenvalue 0.

Proof. By the translational invariance discussed in Remark 2.1, F(û(x+δ)) = 0,

for all δ ∈ R. Hence, differentiating with respect to δ and evaluating at δ = 0, yields

dF(û)û′ = Lû′ = 0. �
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Definition 2.5. We say that the operator L in (2.21), linearized about the profile

ū(·), is spectrally stable if there is no spectrum in the closed deleted right half-plane

(2.22) Σ+ = {λ ∈ C\{0}|<eλ ≥ 0}.

3. Spectral stability

To prove spectral stability, we must exclude both essential and point spectrum

from Σ+. We break the problem into two parts:

3.1. Essential Spectrum. It turns out that excluding the essential spectrum is

relatively easy, due to the following theorem:

Theorem 2.1 (Henry [16]). The essential spectrum of L in (2.21) is sharply

bounded to the left of

(2.23) σe(L+) ∪ σe(L−),

where L± correspond to the operators obtained by linearizing about the constant solu-

tions û = u±, respectively.

Linearizing about constant solutions u± gives us the linear PDE

(2.24) vt = L±v = −A±vx +B±vxx − C±vxxx −D±v,

where A±, B±, C±, D± in (2.19) are all constant matrices. We note that constant coef-

ficient linear operators have no point spectrum and hence σ(L±) = σe(L±). Formally,

we can determine σe(L±) by considering the Fourier transform. Note that

(2.25) (L̂− λI)−1v = (−iξA± − ξ2B± + iξ3C± −D± − λI)−1v, ξ ∈ R.

We lose invertibility of L − λI when −iξA± − ξ2B± + iξ3C± −D± − λI is singular.

Thus we can see that

(2.26) λ ∈ σ(L±) iff λ ∈ σ(−iξA± − ξ2B± + iξ3C± −D±),
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for some ξ ∈ R. This defines 2n-curves λ±j (ξ) corresponding the eigenvalues of the

right-hand side. Thus, we have

(2.27) σe(L+) ∪ σe(L−) =
⋃
j

λ+
j (ξ) ∪

⋃
j

λ−j (ξ).

To summarize, the structure of the constant matrices A±, B±, C±, D± determines

sharp bounds on the essential spectrum of L. Hence, we can explicitly compute σe(L)

and check if it intersects Σ+.

3.2. Point Spectrum. Computing bounds on the point spectrum is much more

difficult than the essential spectrum. Probably the best known and historically suc-

cessful technique to do this is to use energy estimates. The idea is to leverage the

structure of the given equations. This is done, generally, by finding a weighted norm

that is sufficiently dominant in some sense that it can absorb error terms. These

techniques are generally very specialized to the particular system being considered

and often appear to be somewhat mysterious and nonintuitive.

Additionally for traveling waves, it is difficult to find uniform bounds in energy

estimates which will exclude Σ+ while also allowing for zero. One remedy, for the

(reactionless) subclass of (2.1),

(2.28) λv = Lv = −(Av)′ + (Bv′)′ − (Cv′′)′,

is to consider instead the “integrated operator” (see [14, 15, 41, 28, 29])

(2.29) λw = Lw = −Aw′ +Bw′′ −Dw′′′.

As we see in the following lemma, the point spectrum between L and L differ only at

zero, and hence one is spectrally stable if and only if the other is.

Lemma 2.2. The point spectrum of the original operator L and that of the “inte-

grated operator” L agree everywhere except at zero. In particular they agree on the

unstable half-plane Σ+.
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Proof. Let v satisfy λv = Lv, for λ 6= 0. Define

(2.30) w(x) :=

∫ x

−∞
v(y)dy.

By integrating (2.28) we can see that w and its derivatives decay to zero at ±∞, i.e.,

λw(+∞) = λ

∫ +∞

−∞
v = −

∫ +∞

−∞
(Av)′ +

∫ +∞

−∞
(Bv′)′ −

∫ +∞

−∞
(Cv′′)′ = 0.

By substituting w′ for v in (2.28) and integrating from x to −∞, we arrive at (2.29).

Hence σp(L)\{0} ⊂ σp(L). Conversely, let w satisfy λw = Lw, for λ 6= 0. We use

(2.30) to substitute v for w in (2.29). We have

λ

∫ x

−∞
v(y) = −Av +Bv′ −Dv′′.

Differentiating gives (2.28). Hence σp(L) ⊂ σp(L). �

3.3. Scalar Conservation Law. We conclude this section by proving spectral

stability for the scalar conservation law

ut + f(u)x = (b(u)ux)x,

where f ′(u) < 0, f ′′(u) > 0, and b(u) > 0. According to Example 2.2, viscous shocks

satisfy the scalar ODE

ux =
1

b(u)
[−s(u− u−) + (f(u)− f(u−))] .

Without loss of generality, assume u− > u+, i.e., ûx < 0. By linearizing about the

profile we get the following eigenvalue problem:

λv = Lv = − [(f ′(û)− b′(û)ûx)v]
′
+ (b(v)v′)′.

We exclude the essential spectrum by taking the Fourier transform of L±

λv = L̂±v = −iξa±v − ξ2b±v,

where a± = f ′(û±). Taking the inner product with v yields

(2.31) λ〈v, v〉 = −iξa±〈v, v〉 − ξ2b±〈v, v〉.
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Hence,

λ(ξ) = −iξa± − ξ2b±,

which corresponds to parabolic curves in the left-half plane of C centered at z = 0.

Alternatively, by taking the real part of (2.31), we can see that <eλ(ξ) = −ξ2b± < 0

for all ξ 6= 0. Hence the essential spectrum does not intersect Σ+.

We now examine the point spectrum by transforming the eigenvalue problem into

the integrated coordinate

λv = Lv = −(f ′(û)− b′(û)ûx)v
′ + b(v)v′′.

We take the L2 inner product with v

λ

∫ +∞

−∞
|v|2 = −

∫ +∞

−∞
(f ′(û)− b′(û)ûx)v

′v̄ +

∫ +∞

−∞
b(û)v′′v̄.

Integrate the last term by parts

λ

∫ +∞

−∞
|v|2 = −

∫ +∞

−∞
(f ′(û)− b′(û)ûx)v

′v̄ −
∫ +∞

−∞
b′(û)ûxv

′v̄ −
∫ +∞

−∞
b(û)|v′|2,

which simplifies to

λ

∫ +∞

−∞
|v|2 +

∫ +∞

−∞
f ′(û)v′v̄ +

∫ +∞

−∞
b(û)|v′|2 = 0.

Thus, we take the real part

<e(λ)

∫ +∞

−∞
|v|2 − 1

2

∫ +∞

−∞
f ′′(û)ûx|v|2 +

∫ +∞

−∞
b(û)|v′|2 = 0.

This is a contradiction for <e(λ) ≥ 0 since all the terms on the left-hand side are

positive. Hence, shock waves in scalar conservation laws are spectrally stable.



CHAPTER 3

Stability of viscous shocks

1. Introduction

Consider a one-dimensional system of conservation laws

(3.1) ut + f(u)x = (B(u)ux)x,

where u, f ∈ Rn, B ∈ Rn×n, f , B ∈ C2, that is of symmetric hyperbolic–parabolic

type in the sense of Kawashima1 [27, 30] in some neighborhood U of a particular base

point u∗, i.e., the following assumptions hold:

Assumption 3.1 (Symmetrizability). For all u ∈ U , there exists a symmetrizer

A0(u), symmetric and positive definite, such that both A0(u)df(u) and A0(u)B(u) are

symmetric, and A0(u)B(u) is nonnegative definite.

Assumption 3.2 (Genuine coupling). For u ∈ U , there is no eigenvector of df(u)

lying in the kernel of B(u).

Assumption 3.3 (Block structure). The left kernel of B(u) is independent of

u. (Author’s note: In [23] we used the assumption that the right kernel of B(u)

is independent of u. While it does not matter for the linearized analysis contained

herein, the nonlinear analysis in [39] uses the left block structure, and so we make

that assumption here.)

1For a more general description of the Kawashima class, see Appendix A.

18
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These properties are enjoyed by many of the equations of continuum mechanics,

in particular the equations of compressible fluid dynamics and magnetohydrodynam-

ics. In such applications, the kernel of B(u) is generally nontrivial. This observation

corresponds to strictly conserved quantities, e.g., mass, charge, etc., which remain

hyperbolic, despite higher order effects such as dissipation. The significance of As-

sumptions 3.1–3.3 is that behavior is nonetheless similar in many ways to what would

be seen in the strictly parabolic case. For example, the “genuine coupling” of hyper-

bolic and parabolic effects embodied in Assumption 3.2 has been shown in several

contexts to imply time-asymptotic smoothing and large-time behavior similar to that

of the strictly parabolic case [40, 26, 51, 36, 17, 18, 19].

In particular, at least for small-amplitude waves, conditions Assumptions 3.1–

3.3 imply that the viscosity B is sufficiently regularizing to “smooth” discontinuous

traveling wave solutions, or “shock waves,”

(3.2) u(x, t) = û(x− st) :=


u− x− st < 0,

u+ x− st ≥ 0,

of the corresponding hyperbolic equations

(3.3) ut + f(u)x = 0,

yielding instead smooth traveling wave solutions

(3.4) u = û(x− st); lim
z→±∞

û(z) = u±,

or “viscous shock profiles”. This fact is well-known in the context of gas dynamics

[50, 12], and was established by Pego [42].

More precisely, let

(3.5) a1(u) ≤ · · · ≤ an(u)
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denote the eigenvalues of A := df(u), rj(u) and lj(u) a smooth choice of associated

right and left eigenvectors, lj · rk = δj
k, and assume at the base point u∗ that the

following assumptions hold:

Assumption 3.4 (Simplicity). The pth characteristic field is of multiplicity one,

i.e. ap(u∗) is a simple eigenvalue of A(u∗).

Assumption 3.5 (Genuine nonlinearity). The pth characteristic field is genuinely

nonlinear, i.e. ∇ap · rp(u∗) 6= 0.

Remark 3.1. We note that Assumption 3.5 is not needed either for the existence

or the stability result, but is made only to simplify the discussion. Existence was

treated for the general (nongenuinely nonlinear) case in [42]. Likewise, to extend our

stability argument to the general case, one has only to substitute for the “Goodman-

type” weighted energy estimate in Section 6, the variation introduced by Fries [9, 8] to

treat the nongenuinely nonlinear case for strictly parabolic viscosities; for, at this point

in the argument, the situation is reduced essentially to that of the strictly parabolic

case. We suspect, further, that <eA0B ≥ 0 can be substituted in Assumption 3.1 for

the symmetric, nonnegative definite assumption on A0B, in both the existence and

stability theory, with little change in the arguments.

In this chapter, we show that small-amplitude Kawashima class viscous shocks

are spectrally stable. This result may be viewed as a generalization of the zero-mass

results obtained early on by Matsumura–Nishihara [41] and Kawashima–Matsumura–

Nishihara [28, 29] for small-amplitude shocks of the equations of compressible gas

dynamics. It can also be viewed as a generalization of the corresponding result of

Goodman [14, 15] for small-amplitude shocks of general, strictly parabolic systems,

which appeared at roughly the same time.
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Interestingly, these two apparently similar results proceed by rather different argu-

ments. Indeed, though it seems natural to conjecture that the results of [41, 28, 29]

should extend to general Kawashima class systems, we do not see an obvious way

to extend the approach of [41, 28, 29] to more general systems. We proceed here,

instead, by adapting the weighted energy method of Goodman [15] to the degenerate

viscosity case, thus achieving a unified approach to the degenerate and the strictly

parabolic viscosity case.

The structure of our argument is straightforward: Since Goodman’s approach

involves coordinate changes not respecting the spectral structure of A0B, the resulting

diffusion term may in fact be indefinite, yielding unfavorable energy estimates in

certain modes. However, the extent of deviation from semidefinite positivity is small

on the order of the shock amplitude, and so the resulting bad H1 term in the energy

estimate can be controlled by higher order energy estimates of the type described by

Kawashima [27]. An interesting aspect of the analysis is that here, in contrast to [27],

the approach of Kawashima is applied to perturbations of a nonconstant background

solution, confirming the flexibility of the method. The following theorem is key to

our derivative estimate and our ability to exclude the essential spectrum:

Theorem 3.1 (Shizuta and Kawashima [45]). Given Assumption 3.1, we have

that Assumption 3.2 is equivalent to either of:

(i). For each u ∈ U , there exists a skew-symmetric matrix K(u) such that

(3.6) <e(KA0A+ A0B)(u) ≥ θ > 0,

where A0 is as in Assumption 3.1.

(ii). For some θ > 0, there holds

(3.7) <e
[
σ(−iξA(u)− |ξ|2B(u))

]
≤ −θ|ξ|2/(1 + |ξ|2),

for all ξ ∈ R.
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Proof. For the proof of these and other useful equivalent formulations of As-

sumption 3.2, see Appendix A. �

2. Preliminaries

2.1. Existence and asymptotics.

Proposition 3.1 (Pego [42]). Let Assumptions 3.1–3.5 hold. Then, for left and

right states u± lying within a sufficiently small neighborhood V ⊂ U of u∗, and speeds

s lying within a sufficiently small neighborhood of ap(u∗), there exists a viscous profile

(3.4) that is “local” in the sense that the image of û(·) lies entirely within V if and

only if the triple (u−, u+, s) satisfies both the Rankine–Hugoniot relations:

(3.8) s[u] = [f ],

and the Lax characteristic conditions for a p-shock:

ap(u−) > s > ap(u+); sgn(aj(u−)− s) = sgn(aj(u+)− s) 6= 0 for j 6= p.

Remark 3.2. The structure theorem of Lax [32, 47] implies that (3.8), always

a necessary condition for existence of profiles, holds for u± ∈ V only if s lies near

some aj(u∗); thus, the restriction on speed s is only the assumption that the triple

(u−, u+, s) be associated with the pth and not some other characteristic field.

Proposition 3.2. Let Assumptions 3.1–3.5 hold, and let û(x − st) be a viscous

shock solution such that the profile {û(z)} lies entirely within a sufficiently small

neighborhood V ⊂ U of u∗, and the speed s lies within a sufficiently small neighborhood

of ap(u∗). Then, letting ε := |u+ − u−| denote shock strength, and δ := max |u± − u∗|

the distance from base point u∗, we have bounds

û′ = O(ε2)e−θε|x|(rp(u∗) +O(δ))(3.9)

û′′ = O(ε3)e−θε|x|(3.10)
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and

a′j = O(|û′|),(3.11)

a′′j = O(|û′′|+ |û′|2) = o(|û′|),(3.12)

with, moreover,

(3.13) a′p ≤ −θ|û′|

for some uniform constant θ > 0.

2.2. Linearization. As was done in (2.18), we linearize (3.1) about the profile

to get the eigenvalue problem

(3.14) λv = Lv := −[(A+ E)v]′ + (Bv′)′,

where

(3.15) B := B(û), A := df(û)− sI, and Ev := −(dBv)ûx.

2.3. Essential Spectrum. According to Theorem 3.1, Assumptions 3.1–3.2 im-

ply that <e [σ(−iξA(u)− |ξ|2B(u))] ≤ −θ|ξ|2/(1+ |ξ|2), which means that the essen-

tial spectrum of L does not intersect Σ+.

2.4. Integrated eigenvalue problem. Following Lemma 2.2, we have the in-

tegrated eigenvalue problem

(3.16) λW = LW := −(A+ E)W ′ +BW ′′.

3. Stability theorem

Theorem 3.2. Let Assumptions 3.1–3.5 hold, and let û(x−st) be a viscous shock

solution such that the profile {û(z)} lies entirely within a sufficiently small neighbor-

hood V ⊂ U of u∗, and the speed s lies within a sufficiently small neighborhood of

ap(u∗). Then, û is spectrally stable.
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Proof. In the sections following, we arrive at the two inequalities,

(3.17) <eλ‖W‖2 + ‖W ′‖2 + ‖BW ′′‖2 ≤ C

∫
|û′||W |2

and

(3.18) <eλ‖W‖2 +

∫
|û′||W |2 ≤ Cε‖W ′‖2,

which hold for sufficiently small ε and for λ ∈ Σ+. Adding Cε times (3.17) to (3.18)

we obtain

(3.19) <eλ‖W‖2 +

∫
|û′||W |2 ≤ 0.

Whence, if λ ∈ Σ+, then W ≡ 0, which is a contradiction. �

4. Basic energy estimates.

We first derive standard, “Friedrichs-type” estimates for the eigenvalue problem

[7].

Lemma 3.1. Suppose that λ is an eigenvalue of L, L, with <eλ ≥ 0, λ 6= 0. Then,

there hold estimates

(3.20) <eλ‖W‖2 + ‖BW ′‖2 ≤ C

∫
|û′||W |2,

(3.21) |=mλ|
∫
|û′||W |2 ≤ C

∫
|û′|(η|W |2 + η−1|W ′|2),

and

(3.22) <eλ‖w‖2 + ‖Bw′‖2 ≤ C

∫
|û′||w|2,

for some constant C > 0, any η > 0.

Proof. From (3.15), we have

(3.23) |A′|, |E| = O(|û′|).
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Similarly, by Assumption 3.2, the block structure assumption Assumption 3.3, and

(3.15), we have

(3.24) v · (A0Bv) ≥ |Bv|2/C,

(3.25) |(A0B)′v| ≤ C|û′||Bv|,

(3.26) |A0Ev| ≤ C|û′||Bv|,

for any vector v, for some constant C > 0.

Taking the real part of the L2 inner product of A0W against (3.16), applying

(3.15) and (C.1), and integrating the viscous (second-order) term by parts, we thus

obtain

<eλ〈W,A0W 〉 = <e〈W,A0BW ′′〉 − <e〈W,A0EW ′〉+ (1/2)〈W, (A0A)′W 〉

= −〈W ′, A0BW ′〉 − <e〈W, [(A0B)′ − A0E]W ′〉

+ (1/2)〈W, (A0A)′W 〉

= −〈W ′, A0BW ′〉+

∫
O(|û′|)(|BW ′|2 + |W |2),

and, rearranging, and absorbing O(
∫
|û′||BW ′|2) = O(ε‖BW ′‖2) into the favorable

term −〈W ′, A0BW ′〉 ≤ −‖BW ′‖2/C, we obtain the claimed inequality (3.20). In-

equalities (3.21) and (3.22) follow similarly, with the parameter η arising in (3.21) by

an application of Young’s inequality. (Note the appearance of multiplier |û′| in the

lefthand side of (3.21). �

Corollary 3.1. Suppose that λ is an eigenvalue of L, L, with <eλ ≥ 0, λ 6= 0.

Then, |<eλ| ≤ Cε2, for some constant C > 0.

Proof. Otherwise, the right-hand side of (3.20) can be absorbed in the term

<eλ‖W‖2, since |û′| ≤ Cε2, by (3.9). But, this implies W ≡ 0, a contradiction. �
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5. Derivative estimate

Next, we carry out a nonstandard derivative estimate of the type formalized by

Kawashima [27]. The origin of this approach goes back to [26, 40] in the context of

gas dynamics; see, e.g., [18] for further discussion and references.

Lemma 3.2. Suppose that λ is an eigenvalue of L, L, with <eλ ≥ 0, λ 6= 0. Then,

(3.27) ‖W ′‖2 ≤ C(|<eλ|η‖W‖2 +

∫
|û′||W |2 + ‖BW ′′‖2/η),

for some constant C > 0 and η > 0, ε2/η sufficiently small.

Proof. Taking the real part of the L2 inner product of W ′ against K times

(3.16), where K is as in (3.6), applying (C.2) (see appendix C), and using Young’s

inequality repeatedly, we obtain

<e(〈W ′, KAW ′〉 = <e
(
− λ〈W ′, KW 〉 − 〈W ′, KEW ′〉+ 〈W ′, KBW ′′〉

)
≤ |<eλ|〈|W ′|, |KW |〉+ |=mλ|〈|W |, |K ′W |〉

+ 〈|W ′|, |KEW ′|〉+ 〈|W ′|, |KBW ′′|〉

≤ C
[
|<eλ|(‖W ′‖2/η + η‖W‖2) + |=mλ|

∫
|û′||W |2

+ ε2‖W ′‖2 + (η‖W ′‖2 + ‖BW ′′‖/η)
]
.

Recalling that |<eλ| ≤ Cε2 by Corollary 3.1, and

‖W ′‖2 ≤ C
(
<e〈W ′, KAW ′〉+

∫
|û′||W |2

)
,

by (3.6) combined with (3.20), we find for η, ε2/η sufficiently small that the terms

|<eλ|‖W ′‖2/η, Cε‖W ′‖2, and Cη‖W ′‖2 can up to a term of order
∫
|û′||W |2 be ab-

sorbed in the left hand side, yielding

(3.28) ‖W ′‖2 ≤ C
(
|<eλ|η‖W‖2|=mλ|+

∫
|û′||W |2 + ‖BW ′′‖2/η

)
.
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Applying bound (3.21) and recalling that |û′| ≤ Cε2, we find for η, ε2/η sufficiently

small that the term C|=mλ| on the right-hand side may be absorbed in the lefthand

side and C
∫
|û′||W |2, giving the result. �

Corollary 3.2. Suppose that λ is an eigenvalue of L, L, with <eλ ≥ 0, λ 6= 0.

Then,

(3.29) <eλ‖W‖2 + ‖W ′‖2 + ‖BW ′′‖2 ≤ C

∫
|û′||W |2,

for some constant C > 0, for all ε sufficiently small.

Proof. Adding C times (3.20), C/η times (3.22), and (3.27), with C > 0 suf-

ficiently large, and η sufficiently small, we obtain the result. (Recall that BW ′′ =

Bw′). �

6. Weighted energy estimate.

At this point, we have reduced the problem essentially to the situation of the

strictly parabolic case. Evidently, the main issue here, as there, is to control the

term C
∫
|û′||W |2 on the right-hand side of (3.29). This we can accomplish using the

weighted energy method of Goodman [15] with a bit of extra care.

Corollary 3.3. Given Assumptions 3.1–3.5, there exist smooth, real matrix-

valued functions R̃(u), L̃(u), L̃R̃ = I, such that

(3.30) L̃AR̃ =


A− 0 0

0 ap 0

0 0 A+

 ,

where A− ≤ a− < 0 and A+ ≥ a+ > 0 are symmetric, and

(3.31) L̃BR̃ ≥ 0

is symmetric, nonnegative definite.
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Proof. Note that Assumption 3.1 implies that (A0)1/2A(A0)−1/2 is symmetric,

and likewise (A0)1/2B(A0)−1/2 is symmetric, nonnegative definite. By Assumption

3.4, there is spectral separation between eigenvalue ap and the positive and negative

spectra of matrix (A0)1/2A(A0)−1/2, hence it can be block diagonalized by a real,

orthogonal transformation O(A0)1/2A(A0)−1/2Ot, Ot = O−1, which likewise preserves

symmetry, and semidefinite positivity of (A0)1/2B(A0)−1/2. Setting R̃ = (A0)−1/2Ot,

L̃ = O(A0)1/2, we are done. �

Lemma 3.3. Given Assumptions 3.1–3.5, there exist smooth, real matrix-valued

functions R(u), L(u), LR = I, such that

(3.32) LAR =


A− 0 0

0 ap 0

0 0 A+

 ,

where A− ≤ a− < 0 and A+ ≥ a+ > 0 are symmetric,

(3.33) (LR′)pp = (L′R)pp = 0,

and

(3.34) <eLBR ≥ −Cε

for some constant C > 0.

Proof. Set R := ΓR̃, L := Γ−1L̃, with

(3.35) Γ :=


Ip−1 0 0

0 γ 0

0 0 In−p

 ,

and define γ by the linear ODE

(3.36) γ′ = −l̃pr̃′pγ; γ(0) = 1,
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where l̃p, r̃p denote the pth row and column, respectively, of L̃, R̃. Clearly, L and R

still block-diagonalize A in the manner claimed, while

(LR′)pp = γ−1l̃p(γr̃p)
′ = γ−1l̃p(γ

′r̃p + γr̃′p)

= γ−1(γ′ + γ(l̃pr̃
′
p)) = 0,

by (3.36). On the other hand, |r′p| ≤ C|û′|, whence we obtain by direct integration of

(3.36) the bound

γ(x) = e
∫ x
0 −`pr′p = eO(

∫ +∞
−∞ |û′|)

= eO(ε) = 1 +O(ε),

yielding bound (3.34) by (3.31) and continuity. �

Lemma 3.4. Let there hold Assumptions 3.1–3.5, and suppose that λ is an eigen-

value of L, L, with <eλ ≥ 0, λ 6= 0, and the shock strength ε sufficiently small.

Then,

(3.37) <eλ‖W‖2 +

∫
|û′||W |2 ≤ Cε‖W ′‖2,

for some constant C > 0.

Proof. By the construction described above, we have, clearly:

|L′|, |R′| = O(û′),(3.38)

|L′′|, |R′′| = O(|û′′|+ |û′|2).(3.39)

Setting Z := LW , and left multiplying (3.16) by L, we thus obtain

(3.40) λZ + (Ā+ Ē)Z ′ + M̄Z = (B̄Z ′)′

where Ā := LAR is as in (3.32), B̄ := LBR > −Cε, Ē defined by

(3.41) Ēv := LBR′v − L′BRv + L(dBûx)Rv − L(dBRv)ûx
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satisfies

(3.42) Ē = O(|û′|), Ē ′ = O(|û′′|+ |û′|2) = O(ε|û′|),

and M̄ defined by

(3.43) M̄v := ĀLR′v + L(dBûx)R
′v − L(dBR′v)ûx − L(BR′)′v

satisfies

(3.44) |M̄ | = O(û′), |M̄pp| = O(|û′′|+ |û′|2) = O(ε|û′|),

the second estimate following by normalization (3.33). Clearly, to establish (3.37), it

is sufficient to establish the corresponding result in Z coordinates.

Following [15], define weight αp ≡ 1, and define weights α± by ODE

(3.45) α′± = −C|û′|α±/a±, α±(0) := 1,

whence

α±(x) = e
∫ x
0 C|û′|/a± = 1 +O(C

∫ ∞

−∞
|û′|)

= 1 +O(Cε) = O(1),

(3.46) α′j = O(|û′|), j = −, p,+.

Here, C is a sufficiently large constant to be chosen later, and ε is so small that

O(Cε) < 1. Set α := diag{αj}.

Now, take the real part of the complex L2 inner product of αZ with (3.40), to

obtain the energy estimate (after integration by parts)

<eλ
∑ ∫

αj|Zj|2 −
∑

〈Zj, (ajαj)
′Zj〉+ <e

∫
〈Z ′, αB̄Z ′〉 =

<e
∫
〈Z, αM̄Z〉 − <e

∫
〈αZ, ĒZ ′〉 − <e

∫
〈α′Z, B̄Z ′〉,

where j is summed over −, p,+, and Z =: (Z−, Zp, Z+)t.
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Noting that

(3.47)


(αpap)

′ = a′p < −θ|û′|,

(αjaj)
′ = α′jaj + αja

′
j

< −Cθ|û′| for j 6= p,

where C may be chosen arbitrarily large, and that <eαB̄ > −Cε by continuity, for ε

sufficiently small, and using estimates (3.42)–(3.43) to absorb all terms in the right-

hand side, we obtain the result. More precisely, we have used Young’s inequality to

bound the second and third terms on the right-hand side of (3.47) by

C

∫
|û′||Z||Z ′| ≤ C

2
(

∫
|û′|3/2|Z|2 +

∫
|û′|1/2|Z ′|2)(3.48)

≤ C

2
(ε

∫
|û′||Z|2 + ε

∫
|Z ′|2),(3.49)

a contribution that is clearly absorbable on the left-hand side. The first term on the

right-hand side is bounded by

(3.50) C2(ε

∫
|û′||Zp|2 +

∫
|û′||Z±|2),

where C2 is some fixed constant, hence it is also absorbable. �



CHAPTER 4

Stability of relaxation shocks

1. Introduction

In this chapter, we consider the Jin-Xin relaxation model [24]:

Ut + Vx = 0,

Vt + AUx = f(U)− V,
(4.1)

where f, U, V ∈ Rn, f ∈ C3, x ∈ R, and A ∈ Rn×n is constant. This system falls into

the general class of relaxation equations,

Ut + F (U, V )x = 0,

Vt +G(U, V )x = Q(U, V ),
(4.2)

which has roots in kinetic theory. In addition (4.1) serves as the basis for an important

numerical scheme for approximating solutions of hyperbolic conservation laws

Ut + f(U)x = 0.

In Chapter 2 we showed that traveling wave solutions of (4.1) correspond to those for

the viscous conservation laws, see Example 2.3. Our aim in this section is to examine

the stability problem for the Jin-Xin relaxation model and compare our results to

those of the previous chapter.

Let U be a neighborhood of a particular base point (u∗, v∗). We assume the

following:

Assumption 4.1 (Symmetrizability). For all (u, v) ∈ U , there exists a sym-

metrizer A0(u, v), symmetric and positive definite, such that A0( Fu Fv
Gu Gv

) is symmetric

and A0( 0 0
Qu Qv

) is both symmetric and nonpositive definite.

32
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Let

(4.3) a1(u) ≤ · · · ≤ an(u)

denote the (real) eigenvalues of df(u, v). Let R(u, v) = [rj(u, v)] and L(u, v) =

[lj(u, v)] be a smooth choice of associated right and left eigenvectors, respectively,

satisfying lj · rk = δjk.

Assumption 4.2 (Subcharacteristic condition). For (u, v) ∈ U , we have

(4.4) Ã− Λ2 > 0,

where Ã := LAR and Λ := LdfR (note that Λ is diagonal).

Remark 4.1. Note that these two assumptions are similar to those of the previous

chapter. Indeed, the general form of the Kawashima class, which is given in Appendix

A, allows for certain relaxation models. We note also that Assumption 4.2 implies

genuine coupling and that the block structure requirement is automatically satisfied by

the Jin-Xin system.

We further assume:

Assumption 4.3 (Simplicity). The pth characteristic field is of multiplicity one,

i.e. ap(u∗, v∗) is a simple eigenvalue of df(u∗, v∗).

Assumption 4.4 (Genuine nonlinearity). The pth characteristic field is genuinely

nonlinear, i.e. ∇ap · rp(u∗, v∗) 6= 0.

Remark 4.2. In appendix B, we prove the following: Given Assumption 4.2,

we have that Assumption 4.1 is equivalent to the statement that A and df can be

simultaneously diagonalized, i.e., that

[A, df ] = 0.

Hence, without loss of generality, we have that (4.4) is diagonal.
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In this chapter, we show that small-amplitude shocks are spectrally stable. Hence,

combined with the recent work of Mascia and Zumbrun [38], we conclude that small-

amplitude shocks are orbitally stable.

In Jin and Xin’s original work [24], they showed this system to have an L1 con-

traction property for scalar shocks (n = 1), which implies orbital stability. By using

energy methods, we also show that the scalar case is spectrally stable. However, a

generalization of our method to a “Goodman-type” weighted norm estimate extends

our scalar result to higher dimensions for small-amplitude shocks. H. Liu [33] recently

proved orbital stability under zero-mass perturbations, a result slightly more general

than this one. However, in light of Mascia and Zumbrun’s recent work, one can get

from spectral stability to the more general orbital stability directly, and so much of

Liu’s analysis can be avoided.

Recently, Godillon [13] carried out stability index calculations for the Jin-Xin

model, which are consistent with stability for small-amplitude shocks. While this is

an encouraging result, consistency only serves as a necessary condition for stability.

Since our stability results only hold generally in the small-amplitude limit, other

techniques will need to be explored to expand these results to larger amplitude shocks,

e.g., numerical Evans function calculations [2].

2. Preliminaries

2.1. Existence and asymptotics. Since the profiles for (4.1) and (3.1) are the

same, we can apply the results given in Propositions 3.1 and 3.2 to the Jin-Xin shocks.

As a result we have the following asymptotic bounds:

û′ = O(ε2)e−θε|x|(rp(u∗, v∗) +O(δ))(4.5)

û′′ = O(ε3)e−θε|x|(4.6)
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and

a′j = O(|û′|),(4.7)

a′′j = O(|û′′|+ |û′|2) = o(|û′|),(4.8)

with, moreover,

(4.9) a′p ≤ −θ|û′|

for some uniform constant θ > 0.

2.2. Linearization. As was done in (2.18), we linearize (4.1) about the profile

to get the eigenvalue problem

λU − sU ′ + V ′ = 0,

λV − sV ′ + AU ′ = Df(Û)U − V.
(4.10)

2.3. Essential Spectrum. According to the work of Kawashima, see Appen-

dix A, Assumptions 4.1–4.2 imply that

<e [σ(−iξdF (u, v) + dQ(u, v))] ≤ −θ|ξ|2/(1 + |ξ|2),

which means that the essential spectrum of L does not intersect Σ+.

2.4. Integrated eigenvalue problem. For relaxation, we can not immediately

use Lemma 2.2. Instead, we integrate in U only. Hence, we have the Jin-Xin inte-

grated eigenvalue problem

λU − sU ′ + V = 0,

λV − sV ′ + AU ′′ = Df(Û)U ′ − V.
(4.11)

3. Spectral stability of scalar case

In this section we prove that the scalar, n = 1, eigenvalue equation (4.10) exhibits

spectral stability. The integrated coordinate eigenvalue problem (4.11) takes the form
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λu− su′ + v = 0,(4.12a)

λv − sv′ + Au′′ = f ′(û)u′ − v,(4.12b)

where u, v ∈ R, û is the profile, ûx < 0, f ′′ > 0, and A > f ′(û)2.

Theorem 4.1. Scalar Jin-Xin shocks exhibit spectral stability.

Proof. We refer to Lemma 4.1 below for the following identities, which hold for

any point spectra satisfying <eλ ≥ 0:

(i)

∫ +∞

−∞
|v|2 ≤

∫ +∞

−∞
|f ′(û)u′v̄|,

(ii)

∫ +∞

−∞
A|u′|2 <

∫ +∞

−∞
|v|2.

By adding half of (ii) to (i), we get

1

2

∫ +∞

−∞
(|v|2 + A|u′|2) <

∫ +∞

−∞
|f ′(û)u′v̄|,

which by Young’s inequality yields

1

2

∫ +∞

−∞
(|v|2 + A|u′|2) < 1

2

∫ +∞

−∞
(|v|2 + f ′(û)2|u′|2).

Since A ≥ f ′(û)2, see (4.4), this is a contradiction. �

Lemma 4.1. For <eλ ≥ 0, (i) and (ii) in the above proof hold.

Proof. (i) We begin by multiplying (4.12b) by the conjugate v̄ and integrating

from −∞ to ∞. We get

(λ+ 1)

∫ +∞

−∞
|v|2 − s

∫ +∞

−∞
v′v̄ +

∫ +∞

−∞
Au′′v̄ =

∫ +∞

−∞
f ′(û)u′v̄.

We take the real part and note that the second term vanishes, leaving us with

(<e(λ) + 1)

∫ +∞

−∞
|v|2 + <e(

∫ +∞

−∞
Au′′v̄) = <e(

∫ +∞

−∞
f ′(û)u′v̄).
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Finally, by replacing v̄ with sū′ − λ̄ū from (4.12a) and appropriately integrating by

parts, we arrive at

<e(λ)

∫ +∞

−∞
(|v|2 + A|u′|2) +

∫ +∞

−∞
|v|2 = <e(

∫ +∞

−∞
f ′(û)u′v̄).

Thus, for <eλ ≥ 0, we have∫ +∞

−∞
|v|2 ≤ <e(

∫ +∞

−∞
f ′(û)u′v̄) ≤

∫ +∞

−∞
|f ′(û)u′v̄|.

(ii) We construct this identity by multiplying (4.12b) by the conjugate ū and

integrating from −∞ to ∞. We get

(λ+ 1)

∫ +∞

−∞
vū− s

∫ +∞

−∞
v′ū+

∫ +∞

−∞
Au′′ū =

∫ +∞

−∞
f ′(û)u′ū.

Integrating the second and third terms by parts and adjusting terms yields

(λ+ λ̄+ 1)

∫ +∞

−∞
vū−

∫ +∞

−∞
v(λ̄ū− sū′) =

∫ +∞

−∞
A|u′|2 +

∫ +∞

−∞
f ′(û)u′ū,

which gives

(2<e(λ) + 1)

∫ +∞

−∞
vū+

∫ +∞

−∞
|v|2 =

∫ +∞

−∞
A|u′|2 +

∫ +∞

−∞
f ′(û)u′ū.

Now, take the real part:

(2<e(λ) + 1)<e(
∫ +∞

−∞
vū) +

∫ +∞

−∞
|v|2

=

∫ +∞

−∞
A|u′|2 − 1

2

∫ +∞

−∞
f ′′(û)ûx|u|2.(4.13)

By using (4.12a), we observe that

λ

∫ +∞

−∞
|u|2 − s

∫ +∞

−∞
u′ū+

∫ +∞

−∞
vū = 0.

Hence, by taking the real part, we have

<e(
∫ +∞

−∞
vū) = −<e(λ)

∫ +∞

−∞
|u|2,
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which goes into (4.13) to give∫ +∞

−∞
|v|2 = <e(λ)((2<e(λ) + 1))

∫ +∞

−∞
|u|2

+

∫ +∞

−∞
A|u′|2 − 1

2

∫ +∞

−∞
f ′′(û)ûx|u|2.

Thus for <eλ ≥ 0, we have ∫ +∞

−∞
A|u′|2 <

∫ +∞

−∞
|v|2.

�

4. Spectral stability of systems

In this section we show that the eigenvalue problem (4.10) exhibits spectral sta-

bility for small-amplitude shocks. From (4.11), we have

λU − sU ′ + V = 0,

λV − sV ′ + AU ′′ = Df(Û)U ′ − V.
(4.14)

Recall from (4.2) and (4.4) that L and R diagonalize Df(u∗, v∗), and thus there exist

a C2 choice of R,L in a neighborhood of the base point (u∗, v∗) satisfying Ã = LAR >

Λ2. By transforming U → RU and V → RV , we have

λRU − s(RU ′ +R′U) +RV = 0,

λRV − s(RV ′ +R′V ) +RÃL(R′′U + 2R′U ′ +RU ′′) = RΛL(R′U +RU ′)−RV.

Left multiplying by L yields

λU − s(U ′ + LR′U) + V = 0,(4.15a)

λV − s(V ′ + LR′V ) + Ã(LR′′U + 2LR′U ′ + U ′′) = Λ(LR′U + U ′)− V.(4.15b)

Following the analysis of Goodman [14] (see Lemma 3.3, also [52], [38], [23]), we can

scale L and R so that in addition,

(4.16) (LR′)pp = 0.



4. STABILITY OF RELAXATION SHOCKS 39

Theorem 4.2. Small-amplitude Jin-Xin shocks exhibit spectral stability.

Proof. We refer to Lemma 4.2 below for the following inequalities, which hold

in the small-amplitude shock limit for <eλ ≥ 0, where uj, vj denote coordinates of

(U,V) in (4.15) and L,R chosen as in (4.2), with the rescaling of (4.16):

(i)
n∑

j=1

∫ +∞

−∞
αj|vj|2 ≤

n∑
j=1

∫ +∞

−∞
|αjΛj||vj||u′j|

+ C1

∫ +∞

−∞
|Ûx|

[
ε1|up|2 +

∑
j 6=p

|uj|2 +
n∑

j=1

(|vj|2 + |u′j|2)

]
,

(ii)
n∑

j=1

∫ +∞

−∞
αjÃj|u′j|2 +

1

2

n∑
j=1

∫ +∞

−∞
(sα′j − (αjΛj)

′)|uj|2

≤
n∑

j=1

∫ +∞

−∞
αj|vj|2 + C2

∫ +∞

−∞
|Ûx|

[
ε2|up|2 +

1

ε2

∑
j 6=p

|uj|2 +
n∑

j=1

|u′j|2
]
,

where α = diag(α1, α2, ..., αn), is a positive-diagonal matrix satisfying αp = 1 and for

j 6= p,

α′j(x) =
−C3

Λj − s
|Ûx|αj(x),

αj(0) = 1.

Just as with the scalar case, we add half of (ii) to (i) and simplify to get

1

2

n∑
j=1

∫ +∞

−∞
αj(|vj|2 + Ãj|uj|2) +

1

2

n∑
j=1

∫ +∞

−∞
(sα′j − (αjΛj)

′)|uj|2

≤ C4

∫ +∞

−∞
|Ûx|

[
ε3|up|2 +

1

ε3

∑
j 6=p

|uj|2 +
n∑

j=1

(|vj|2 + |u′j|2)

]
(4.17)

+
n∑

j=1

∫ +∞

−∞
|αjΛj||vj||u′j|.
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We claim that for C3 sufficiently large and ε3, |Ûx| sufficiently small,

1

2

n∑
j=1

∫ +∞

−∞
(sα′j − (αjΛj)

′)|uj|2 ≥ C4

∫ +∞

−∞
|Ûx|

[
ε3|up|2 +

1

ε3

∑
j 6=p

|uj|2
]
.

For j = p and sufficiently small ε3, we have

− 1

2

∫ +∞

−∞
Λ′p|up|2 ≥ ε3C4

∫ +∞

−∞
|Ûx||up|2,

since Λ′p ≥ −θ|Ûx|. For j 6= p and C3 sufficiently large,

1

2

∫ +∞

−∞
(sα′j − (αjΛj)

′)|uj|2 =
1

2

∫ +∞

−∞
((s− Λj)α

′
j − αjΛ

′
j))|uj|2,

=
1

2

∫ +∞

−∞
(C3|Ûx|αj − αjΛ

′
j))|uj|2,

≥ C4

ε3

∫ +∞

−∞
|Ûx||uj|2.

Thus, (4.17) becomes

1

2

n∑
j=1

∫ +∞

−∞
αj(|vj|2 + Ãj|u′j|2) ≤ C4

n∑
j=1

∫ +∞

−∞
|Ûx|(|vj|2 + |u′j|2)

+
n∑

j=1

∫ +∞

−∞
|αjΛj||vj||u′j|.

Now since Ã − Λ2 > 0, ∃η > 0 such that Ã − (1 + η)Λ2 > ηI. Thus, by Young’s

inequality,

1

2

n∑
j=1

∫ +∞

−∞
αj(|vj|2 + Ãj|u′j|2) ≤ C4

n∑
j=1

∫ +∞

−∞
|Ûx|(|vj|2 + |u′j|2)

+
1

2

n∑
j=1

∫ +∞

−∞
αj

[
1

1 + η
|vj|2 + (1 + η)|Λj|2|u′j|2

]
,

which simplifies to

1

2

n∑
j=1

∫ +∞

−∞
αj

[
η

1 + η
|vj|2 + η|u′j|2

]
≤ C4

n∑
j=1

∫ +∞

−∞
|Ûx|(|vj|2 + |u′j|2).

However, since αj = 1 +O(ε), then in the small-amplitude shock limit,

η

1 + η
αj >> 2C4

∫ +∞

−∞
|Ûx| = O(ε),

∀j. This is a contradiction. Thus <eλ < 0. �
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Lemma 4.2. For <eλ ≥ 0, and L,R chosen as in (4.16), (i) and (ii) in the above

proof hold, for small-amplitude shocks.

Proof. (i) We begin by taking the L2 inner product of (4.15b) with αV to get

〈αV, (λ+ 1)V − s(V ′ + LR′V ) + Ã(LR′′U + 2LR′U ′ + U ′′)〉

= 〈αV,Λ(U ′ + LR′U)〉.

This simplifies to

(λ+ 1)〈αV, V 〉 − s〈αV, LR′V 〉 − s〈αV, V ′〉

= 〈αV, (ΛLR′ − ÃLR′′)U〉+ 〈αV, (Λ− 2ÃLR′)U ′〉 − 〈αV, ÃU ′′〉.

Integrating the last term by parts and simplifying gives

(λ+ 1)〈V, αV 〉 − s〈V, αLR′V 〉 − s〈V, αV ′〉

= 〈V, α(ΛLR′ − ÃLR′′)U〉+ 〈V, (αΛ− 2αÃLR′ + (αÃ)′)U ′〉

+ 〈V ′, αÃU ′)〉.

By writing V ′ in terms of U and its derivatives from (4.15a), we have

(λ+ 1)〈V, αV 〉 − s〈V, αLR′V 〉 − s〈V, αV ′〉

= 〈V, α(ΛLR′ − ÃLR′′)U〉+ 〈V, (αΛ− 2αÃLR′ + (αÃ)′)U ′〉

+ 〈s((LR′)′U + LR′U ′ + U ′′)− λU ′, αÃU ′〉.

Take the real part:
n∑

j=1

∫ +∞

−∞

[
(<e(λ) + 1)αj|vj|2 + <e(λ)αjAj|u′j|2

]
= s<e〈V, αLR′V 〉+ <e〈V, α(ΛLR′ − ÃLR′′)U〉

+ <e〈V, αΛU〉 − <e〈V, (2αÃLR′ − (αÃ)′)U ′〉

+ s<e〈(LR′)′U + LR′U ′, αÃU ′〉 − s

n∑
j=1

∫ +∞

−∞
α′(|vj|2 + |u′j|2).
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Note that in the small shock limit, a′, LR′ = O(|Ûx|) and LR′′ = O(|Ûxx| + |Ûx|2).

Thus for <eλ ≥ 0 we have

n∑
j=1

∫ +∞

−∞
αj|vj|2+ ≤

n∑
j=1

∫ +∞

−∞
|αjΛj||vj||u′j|

+
n∑

j=1

∫ +∞

−∞
O(|Ûx|)(|vj|2 + |u′j|2) +

∑
i,j

∫ +∞

−∞
O(|Ûx|)|vi||uj|.

Finally, by Young’s inequality, we get

n∑
j=1

∫ +∞

−∞
αj|vj|2 ≤

n∑
j=1

∫ +∞

−∞
|αjΛj||vj||u′j|

+ C1

∫ +∞

−∞
|Ûx|

[
ε1|up|2 +

∑
j 6=p

|uj|2 +
n∑

j=1

(|vj|2 + |u′j|2)

]
.

(ii) Now take the L2 inner product of (4.15b) with αU . We get

〈αU, (λ+ 1)V − s(V ′ + LR′V ) + Ã(LR′′U + 2LR′U ′ + U ′′)〉

= 〈αU,Λ(LR′U + U ′)〉.

Simplifying yields

〈αU, (λ+ 1)V − sLR′V 〉+ s〈α′U, V 〉+ 〈sU ′, αV 〉

= 〈αU, (ΛLR′ − ÃLR′′)U〉+ 〈αU, (Λ− 2ÃLR′)U ′〉 − 〈αU, ÃU ′′〉.

Integrating the last term by parts and simplifying gives

〈U, (λ+ λ̄+ 1)α− sαLR′ + sα′)V 〉+ 〈sU ′ − λU, αV 〉

= 〈U, (αΛLR′ − αÃLR′′)U〉+ 〈U, (αΛ− 2αÃLR′ + (αÃ)′)U ′〉

+ 〈U ′, αÃU ′〉.
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By writing V in terms of U and its derivatives from (4.15a), we have

〈U, ((2<e(λ) + 1)α− s(αLR′)∗ − sαLR′ + sα′)(s(U ′ + LR′U)− λU)〉

+ 〈V, αV 〉 = 〈U, (αΛLR′ − αÃLR′′)U〉

+ 〈U, (αΛ− 2αÃLR′ + (αÃ)′)U ′〉+ 〈U ′, αÃU ′〉.

Let

E = −sαLR′ − s(αLR′)∗ + sα′,

N = sE + 2αÃLR′ − (αÃ)′,

M = (αΛLR′ − αÃLR′′) + λE − ((2<e(λ) + 1)α+ E)sLR′.

Then we have

〈U, ((2<e(λ) + 1)sα− αΛ)U ′〉+ 〈U,NU ′〉+ 〈V, αV 〉

= λ〈U, (2<e(λ) + 1)αU〉+ 〈U ′, αÃU ′〉+ 〈U,MU〉.

Take the real part:

− 1

2
〈U, ((2<e(λ) + 1)sα′ − (αΛ)′)U〉+ <e〈U,NU ′〉+ 〈V, αV 〉

= <e(λ)(2<e(λ) + 1)〈U, αU〉+ 〈U ′, αÃU ′〉+ <e〈U,MU〉.

In the small-amplitude shock limit, N and M are O(|Ûx|), while N ′ is O(|Ûxx|+|Ûx|2).

Thus by Young’s inequality, all the |up|2 terms in N can be made arbitrarily small.

The |(LR′)pp||u1|2 terms vanish by (4.16). Thus, all the terms can be absorbed to

give
n∑

j=1

∫ +∞

−∞
αjÃj|u′j|2 +

1

2

n∑
j=1

∫ +∞

−∞
(sα′j − (αjΛj)

′)|uj|2

≤
n∑

j=1

∫ +∞

−∞
αj|vj|2 + C2

∫ +∞

−∞
|Ûx|

[
ε2|up|2 +

1

ε2

∑
j 6=p

|uj|2 +
n∑

j=1

|u′j|2
]
.

�



CHAPTER 5

Stability of viscous dispersive shocks

1. Introduction

In this chapter, we examine the shock wave spectrum for the following class of

systems from isentropic gas dynamics:

vt − ux = 0,

ut + p(v)x = (b(v)ux)x + dvxxx,
(5.1)

where physically, v is the specific volume, u is the velocity in Lagrangian coordinates,

p(v) is the pressure law for an ideal gas, i.e., p′(v) < 0, p′′(v) > 0, b(v) is the viscosity,

satisfying b(v) ≥ 0, b′(v) ≤ 0, and the dispersion coefficient, d ≤ 0, accounting for

capillarity, is constant. We assume that both p(v) and b(v) are smooth (at least C3).

Two well-known subclasses of (5.1) are the isentropic Navier-Stokes equation, with

semi-parabolic (or real) viscosity,

vt − ux = 0,

ut + p(v)x = (
ux

v
)x,

(5.2)

and its less physical counterpart, with parabolic (or artificial) viscosity,

vt − ux = εvxx,

ut + p(v)x = εuxx.
(5.3)

We note that (5.3) can be obtained from (5.1) via Slemrod’s transformation [46],

where u→ u+ εvx and v → v, b(v) = 2ε, and d = −ε2. We further remark that (5.2)

and (5.3) are both contained in the Kawashima class, described in Chapter 3.

44
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In this chapter we use energy estimates to examine the spectrum of shock pro-

files for viscous-dispersive gas dynamics (5.1). Our main result extends the work of

Matsumura and Nishihara [41] by showing that small-amplitude shocks of (5.1) are

spectrally stable.

In addition, we offer a short and novel proof that all monotone shocks, of any

amplitude, have no unstable real spectrum. We note that this result is stronger than

those given by the Evans function stability index, which only measures the parity of

unstable real eigenvalues, see [1, 10, 53].

We note that Khodja [31] proved zero-mass small-amplitude shock stability for

the constant viscosity p-system with the added constant dispersive term uxxx. It

appears that the structure of this model is different from the one examined here.

2. Preliminaries

2.1. Shock Profile. stationary solutions of

vt − svx − ux = 0,

ut − sux + p(v)x = (b(v)ux)x + dvxxx.
(5.4)

Under the rescaling, x→ −sx, t→ s2t and u→ −su, our system takes the form

vt + vx − ux = 0,

ut + ux + ap(v)x = (b(v)ux)x + dvxxx,
(5.5)

where a = 1/s2. Thus, the shock profiles of (5.1) are solutions of the ordinary

differential equation

v′ − u′ = 0,

u′ + ap′(v) = (b(v)u′)′ + dv′′′,

where (v(±∞), u(±∞)) = (v±, u±). This simplifies to

v′ + ap′(v) = (b(v)v′)′ + dv′′′.
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By integrating from −∞ to x, we get our profile equation,

(5.6) v − v− + a(p(v)− p(v−)) = b(v)v′ + dv′′.

We point out that all p-system shocks for an ideal gas are of Lax type [47]; without

loss of generality, we will assume in this paper that these shocks are Lax-1 shocks,

i.e., that v+ < v−.

Remark 5.1. In the absence of capillarity (d = 0), the profile equation (5.6) is of

first order, and thus has a monotone solution. We show below that the solutions in

the dispersive case (d 6= 0) are also monotone, for sufficiently small-amplitude shocks.

2.2. Existence and asymptotics. As shown above, the shock profiles of (5.1)

reduce to solutions of (5.6) subject to the asymptotically constant boundary condi-

tions, v(±∞) = v±. Hence, we can use standard techniques from ordinary differential

equations theory to prove existence.

Intuitively, one can see that the zero-diffusion case, b(v) = 0 in (5.6), is Hamil-

tonian, and thus its solution is a conservative nonlinear oscillator. Hence, a positive

diffusion term acts as friction and drags the homoclinic orbit toward an asymptotically

stable equilibrium.

By writing (5.6) as a first order system, we get

v′ = w

w′ =
1

d
[φ(v)− b(v)w] ,

where φ(v) = v − v− + a(p(v)− p(v−)). Note that φ(v) < 0 between v±. The above

observation provides us with the Lyapunov function

(5.7) E(v, w) =
1

2
w2 +

1

|d|

∫ v

v−

φ(v),

which is non-negative for v ∈ [v+, v−]. It follows that

(5.8)
d

dx
E(v(x), w(x)) = ∇E · (v′, w′) =

b(v)

|d|
|w|2 ≥ 0.
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Thus, as x → −∞, bounded orbits are pulled into the minimum E(v−, 0) = 0 of

E(v, w). Using this, one can see that there exists a connecting orbit from v+ to v−.

We now show that small-amplitude shocks of (5.1) are monotone and follow the

same asymptotic limits as the non-dispersive case presented in [37],[42]. We ac-

complish this by rescaling and showing, via geometric singular perturbation theory

[6],[11][25], that the profile converges smoothly to the non-dispersive case, in the

small-amplitude shock limit. Thus, monotonicity of small-amplitude shocks of (5.1)

is implied by the monotonicity of the non-dispersive case, as mentioned in Remark

5.1.

We scale according to the amplitude ε = v− − v+. Let v̄ = (v− v0)/ε and x̄ = εx,

where v0 = v− − ε/2. This frame is chosen so that the end-states of the profile are

fixed at v̄± = ±1/2. Additionally, we expand p(v) and b(v) about v−. Hence

ε(v̄ − v̄−) (1 + ap(v−)) + ε2
ap′′(v−)

2
(v̄ − v̄−)2 +O(ε3)(v̄ − v̄−)3

= ε2b(v−)v̄′ +O(ε3)b′(v−)(v̄ − v̄−)v̄′ + ε3dv̄′′.(5.9)

By expanding the Rankine-Hugoniot equality

ε = a(p(v+)− p(v−)),

about v−, we obtain

(5.10) 1 + ap(v−) =
ap′′(v−)

2
ε+O(ε2).

Substituting (5.10) into (5.9) and simplifying gives (note v̄− = 1/2)

(5.11)
ap′′(v−)

2
(v̄2 − 1

4
) + εR(v̄, v̄′) = b(v−)v̄′ + ε3dv̄′′.

where R(v̄, v̄′) = O(1). Thus, in the ε = 0 limit, (5.11) becomes

(5.12)
ap′′(v−)

2
(v̄2 − 1

4
) = b(v−)v̄′,
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which is essentially the same reduction obtained for the viscous Burgers equation.

Note that the capillarity term vanishes as well, and thus the reduction is the same as

the (d = 0) case.

The slow dynamics of (5.11) take the form

v′ = w,(5.13a)

εdw′ =

[
ap′′(v−)

2
(v̄2 − 1

4
) + εR(v̄, v̄′)− b(v)w

]
.(5.13b)

The fast dynamics, obtained by rescaling time x→ x/ε, take the form

v′ = εw,(5.14a)

dw′ =

[
ap′′(v−)

2
(v̄2 − 1

4
) + εR(v̄, v̄′)− b(v)w

]
.(5.14b)

We can see from the slow dynamics that solutions will remain on the parabola defined

by

w =
ap′′(v−)

2b(v−)
(v2 − 1

4
).

In addition, from the fast dynamics, we can see that any jumps will be vertical, i.e.,

v = constant. Thus, no jumps occur since there are no vertical branches, and it follows

that small-amplitude shocks approach the solutions for (5.12). Since we assumed our

pressure and viscosity laws were at least C3, it follows that convergence is at least

C2, [11]. Hence, for sufficiently small amplitudes, the profiles are monotone. Thus

we have proved the following lemma:

Lemma 5.1. Small-amplitude shocks of (5.1) are monotone.

We remark that, in the original scale, small-amplitude profiles of (5.1) have the

asymptotic properties |v̂x| = O(ε2) and |v̂xx| = |v̂x|O(ε), see [37],[42].
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2.3. Linearization. As was done in (2.18), we linearize (5.5) about the profile

(v̂, û) to get the eigenvalue problem

λv + v′ − u′ = 0,

λu+ u′ + ((ap′(v̂)− b′(v̂)v̂x)v)
′ = (b(v̂)u′)′ + dv′′′.

(5.15)

2.4. Essential spectrum. To prove that the essential spectrum is stable, we

take the Fourier transform of (5.15) for a constant profile. Hence we get

λv + iξv − iξu = 0,

λu+ iξu− iξc2v + ξ2bu+ iξ3dv = 0,

where −c2 = ap′(û), b, d are all constant. By taking taking the inner product with v

and u respectively, we get

λ‖v‖2 + iξ‖v‖2 − iξ〈v, u〉 = 0,(5.16a)

λ‖u‖2 + iξ‖u‖2 − iξ
(
c2 − ξ2d

)
〈u, v〉+ ξ2b‖u‖2 = 0.(5.16b)

By substituting appropriately and taking the real part, we arrive at

(5.17) <eλ‖u‖2 + ξ2b‖u‖2 + <eλ
(
c2 − ξ2d

)
‖v‖2 = 0

Hence we see that <eλ(ξ) < 0 when ξ 6= 0, and <eλ(ξ) = 0 when ξ = 0.

2.5. Integrated eigenvalue problem. Following Lemma 2.2, we have the in-

tegrated eigenvalue problem

λv + v′ − u′ = 0,(5.18a)

λu+ u′ + (ap′(v̂)− b′(v̂)v̂x)v
′ = b(v̂)u′′ + dv′′′(5.18b)

3. Spectral stability of small-amplitude shocks

Theorem 5.1. Small-amplitude shocks of (5.1) are spectrally stable.
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Proof. By the previous lemma, we can assume that v̂x < 0. Let f(v̂) = b′(v̂)v̂x−

ap′(v̂). We note that for small-amplitude shocks, f(v̂) > 0 and f ′(v̂) < 0. By

multiplying (5.18b) by the conjugate ū/f(v̂) and integrating from ∞ to −∞, we have∫ +∞

−∞

λuū

f(v̂)
+

∫ +∞

−∞

u′ū

f(v̂)
−

∫ +∞

−∞
v′ū =

∫ +∞

−∞

b(v̂)u′′ū

f(v̂)
+

∫ +∞

−∞

dv′′′ū

f(v̂)
.

Integrating the last three terms by parts and appropriately using (5.18a) to substitute

for u′ in the third term gives us∫ +∞

−∞

λ|u|2

f(v̂)
+

∫ +∞

−∞

u′ū

f(v̂)
+

∫ +∞

−∞
v(λv + v′) +

∫ +∞

−∞

b(v̂)

f(v̂)
|u′|2

= −
∫ +∞

−∞

(
b(v̂)

f(v̂)

)′

u′ū− d

∫ +∞

−∞

1

f(v̂)
v′′ū′ − d

∫ +∞

−∞

(
1

f(v̂)

)′

v′′ū.

We take the real part and appropriately integrate by parts:

<e(λ)

∫ +∞

−∞

[
|u|2

f(v̂)
+ |v|2

]
− 1

2

∫ +∞

−∞

(
1

f(v̂)

)′

|u|2 +

∫ +∞

−∞

b(v̂)

f(v̂)
|u′|2

=
1

2

∫ +∞

−∞

(
b(v̂)

f(v̂)

)′′

|u|2 − d <e
[∫ +∞

−∞

1

f(v̂)
v′′ū′ +

∫ +∞

−∞

(
1

f(v̂)

)′

v′′ū

]
.

Thus, by integrating the last two terms by parts and further simplifying, for λ ≥ 0,

we have

− 1

2

∫ +∞

−∞

(
1

f(v̂)

)′

|u|2 +

∫ +∞

−∞

b(v̂)

f(v̂)
|u′|2 ≤ 1

2

∫ +∞

−∞

(
b(v̂)

f(v̂)

)′′

|u|2

+ d <e
[∫ +∞

−∞

1

f(v̂)
v′ū′′ + 2

∫ +∞

−∞

(
1

f(v̂)

)′

v′ū′ +

∫ +∞

−∞

(
1

f(v̂)

)′′

v′ū

]
.

Repeating the above steps again gives,

− 1

2

∫ +∞

−∞

(
1

f(v̂)

)′

|u|2 +

∫ +∞

−∞

b(v̂)

f(v̂)
|u′|2 +

d

2

∫ +∞

−∞

(
1

f(v̂)

)′

|v′|2

≤ 1

2

∫ +∞

−∞

(
b(v̂)

f(v̂)

)′′

|u|2 + d <e
[
2

∫ +∞

−∞

(
1

f(v̂)

)′

v′ū′ +

∫ +∞

−∞

(
1

f(v̂)

)′′

v′ū

]
.

We note that since both d ≤ 0 and v̂x < 0, then all the terms on the left-hand side

are non-negative. Moreover, since |v̂x| = O(ε2) and |v̂xx| = |v̂x|O(ε), it follows that
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the right-hand side of the above equation is bounded above by

C1

∫ +∞

−∞
ε|v̂x||u|2 + 2d

∫ +∞

−∞

(
1

f(v̂)

)′

|v′||u′|+ C2

∫ +∞

−∞
ε|v̂x||v′||u|.

Thus, by Young’s inequality, we have

− 1

2

∫ +∞

−∞

(
1

f(v̂)

)′

|u|2 +

∫ +∞

−∞

b(v̂)

f(v̂)
|u′|2 +

d

2

∫ +∞

−∞

(
1

f(v̂)

)′

|v′|2

< C1

∫ +∞

−∞
ε|v̂x||u|2 + 2d

∫ +∞

−∞

(
1

f(v̂)

)′ [ |v′|2
4η1

+ η1|u′|2
]

(5.19)

+ C2

∫ +∞

−∞
ε|v̂x|

[
|v′|2

4η2

+ η2|u′|2
]
.

We can see that for η1 > 1 and η2, ε sufficiently small, the left side dominates the

right side, which is a contradiction when <eλ ≥ 0. �

4. Monotone large-amplitude shocks

Theorem 5.2. Monotone shocks of (5.1) have no unstable real spectrum.

Proof. As in the previous proof, we assume that v̂x < 0. Then multiply (5.18b)

by the conjugate v̄ and integrate from ∞ to −∞. This gives∫ +∞

−∞
λuv̄ +

∫ +∞

−∞
u′v̄+

∫ +∞

−∞
(ap′(v̂)− a′(v̂)v̂x)v

′v̄

=

∫ +∞

−∞
b(v̂)u′′v̄ + d

∫ +∞

−∞
v′′′v̄.

Notice that on the real line, λ̄ = λ. Thus, we have∫ +∞

−∞
λ̄uv̄ +

∫ +∞

−∞
u′v̄+

∫ +∞

−∞
(ap′(v̂)− b′(v̂)v̂x)v

′v̄

=

∫ +∞

−∞
b(v̂)u′′v̄ − d

∫ +∞

−∞
v′′v̄′.

Using (5.18a) to substitute for λ̄v̄ in the first term and for u′′ in the last term, we get∫ +∞

−∞
u(ū′ − v̄′) +

∫ +∞

−∞
u′v̄+

∫ +∞

−∞
(ap′(v̂)− b′(v̂)v̂x)v

′v̄

=

∫ +∞

−∞
b(v̂)(λv′ + v′′)v̄ − d

∫ +∞

−∞
v′′v̄′.
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Separating terms and simplifying gives∫ +∞

−∞
uū′ + 2

∫ +∞

−∞
u′v̄+

∫ +∞

−∞
(ap′(v̂)− b′(v̂)v̂x)v

′v̄

= λ

∫ +∞

−∞
b(v̂)v′v̄ +

∫ +∞

−∞
b(v̂)v′′v̄ − d

∫ +∞

−∞
v′′v̄′.

We further simplify by substituting for u′ in the second term and integrating the last

terms by parts to give,∫ +∞

−∞
uū′ + 2

∫ +∞

−∞
(λv + v′)v̄ +

∫ +∞

−∞
(ap′(v̂)− b′(v̂)v̂x)v

′v̄

= λ

∫ +∞

−∞
b(v̂)v′v̄ −

∫ +∞

−∞
b′(v̂)v̂xv

′v̄ −
∫ +∞

−∞
b(v̂)|v|2 − d

∫ +∞

−∞
v′′v̄′,

which yields∫ +∞

−∞
uū′ + 2λ

∫ +∞

−∞
|v|2 + 2

∫ +∞

−∞
v′v + a

∫ +∞

−∞
p′(v̂)v′v̄ +

∫ +∞

−∞
a(v̂)|v|2

= λ

∫ +∞

−∞
b(v̂)v′v̄ − d

∫ +∞

−∞
v′′v̄′.

By taking the real part (recall that λ ∈ R), we arrive at

2λ

∫ +∞

−∞
|v|2 − a

2

∫ +∞

−∞
p′′(v̂)v̂x|v|2 +

∫ +∞

−∞
b(v̂)|v|2

+
λ

2

∫ +∞

−∞
b′(v̂)v̂x|v|2 = 0.

This is a contradiction when λ ≥ 0. Thus, there are no positive real eigenvalues for

(5.5). �

Remark 5.2. It is not known whether or not the point spectrum can be complex for

profiles for (5.1), or more generally, systems with an entropy. This is an interesting

question for further investigation.



APPENDIX A

Notes on the Kawashima class

In this appendix, we discuss the structure built into the Kawashima class and

prove the key results given in Theorem 3.1. Before doing this, however, we need some

facts from linear algebra.

1. Linear algebra

Let Mn(C) denote the set of n× n matrices over C with inner product

〈X, Y 〉 = Tr(XY ∗).

Definition A.1. Given A ∈ Mn(C), we define the Ad operator on Mn(C) as

AdA(X) = [A,X]. We note that AdA is a derivation on Mn(C), i.e., both linearity

and the Leibniz rule hold1 and that AdA is always singular since A commutes with any

admissible function of itself, e.g., I, Ak, etc. The following lemmas further illustrate

important properties of the Ad operator:

Lemma A.1. Let A ∈Mn(C). The following hold:

(i). (AdA)∗ = AdA∗.

(ii). If A is normal, then AdA is normal.

(iii). If A is Hermitian, then AdA is Hermitian.

(iv). If A is semi-simple, with n eigenvalues µj and corresponding right and

left eigenvectors rj and lj, respectively, then the n2 eigenvalues of AdA are

µj − µk corresponding to the eigenvectors Xjk = rjlk, respectively.

1The Ad operator has roots in Lie theory, where numerous other important properties are

developed.
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Proof. We get the following by direct calculation:

(i). We show that (AdA)∗ = AdA∗ .

〈X,Ad∗AY 〉 = 〈AdAX,Y 〉

= Tr((AX −XA)Y ∗)

= Tr(X(Y ∗A− AY ∗))

= Tr(X(A∗Y − Y A∗)∗)

= 〈X,AdA∗Y 〉.

(ii). We show that AdA∗AdA = AdAAdA∗ .

AdA∗(AdAX) = [A∗, AX −XA]

= A∗AX − A∗XA− AXA∗ +XAA∗

= AA∗X − A∗XA− AXA∗ +XA∗A

= A(A∗X −XA∗)− (A∗X −XA∗)A

= [A,A∗X −XA∗]

= AdA(AdA∗X).

(iii). From (i) we have (AdA)∗ = AdA∗ = AdA.

(iv). We show that AdAXjk = (µj − µk)Xjk.

AdAXjk = AXjk −XjkA

= Arjlk − rjlkA

= µjrjlk − rjlkµk

= (µj − µk)Xjk.

�
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Lemma A.2. Let A ∈Mn(C) be semi-simple and suppose that µ1P1 + . . .+µrPr is

its spectral resolution, where µ1, . . . , µr are the distinct eigenvalues of A correspond-

ing to the eigenprojections P1, . . . , Pr, respectively. We define the following linear

operator:

(A.1) ΠA(X) =
r∑

j=1

PjXPj, X ∈Mn(C).

Then the following hold:

(i). ΠA(X) is a projection.

(ii). R(ΠA) = N (AdA).

(iii). If A is normal, then ΠA is an orthonormal projection onto N (AdA).

Proof. We get the following by direct calculation:

(i). We show that ΠAΠA = ΠA.

ΠA(ΠA(X)) =
r∑

j=1

PjΠA(X)Pj =
r∑

j,k=1

PjPkXPkPj

=
r∑

j,k=1

PjδjkXPjδjk

=
r∑

j=1

PjXPj

= ΠA(X).
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(ii). To show that R(ΠA) ⊂ N (AdA), let X ∈ Mn(C) and note that APj =

PjA = µjPj. Then

AΠA(X) =
r∑

j=1

APjXPj

=
r∑

j=1

µjPjXPj

=
r∑

j=1

PjXPjA

= ΠA(X)A.

Conversely, if X ∈ N (AdA), then the spectral resolution of X has the same

eigenprojections Pj as A, i.e., X = λ1P1 + . . . + λrPr, where XPj = PjX.

Thus

ΠA(X) =
r∑

j=1

PjXPj =
r∑

j=1

XPjPj = X
r∑

j=1

Pj = X,

which proves that N (AdA) ⊂ R(ΠA).

(iii). Since A is normal then Pj = P ∗
j . It suffices to show that ΠA is Hermitian.

〈X,Π∗
A(Y )〉 = 〈ΠA(X), Y 〉

= Tr(
r∑

j=1

PjXPjY
∗)

= Tr(X
r∑

j=1

PjY
∗Pj)

= Tr(XΠA(Y )∗)

= 〈X,ΠA(Y )〉.

�

Remark A.1. If A is normal, then by the uniqueness of the orthogonal projection,

N (ΠA) = R(AdA).
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Lemma A.3. Let A be normal.

(i). If B is Hermitian then so is ΠA(B).

(ii). If B is nonnegative definite, then so is ΠA(B).

Proof. Since A is normal, P ∗ = P Hence:

(i). We show that ΠA(B)∗ = ΠA(B).

ΠA(B)∗ =
r∑

j=1

(PjBPj)
∗ =

r∑
j=1

PjBPj = ΠA(B).

(ii). We show that ΠA(B) ≥ 0

〈X,ΠA(B)X〉 =
r∑

j=1

〈X,PjBPjX〉 =
r∑

j=1

〈PjX,BPjX〉 ≥ 0.

�

Lemma A.4. Let A be normal and B ∈ Mn(C). Then there exists K ∈ Mn(C)

such that

(A.2) B = ΠA(B) + [A,K].

In addition, we have:

(i). If A and B are Hermitian, then K can be chosen to be skew-Hermitian.

(ii). If A and B are real, then K can be chosen to be real also.

Proof. By Lemma A.2, given B ∈ Mn(C) there is a unique decomposition B =

B1 + B2, where B1 ∈ R(ΠA) and B2 ∈ R(AdA). Since ΠA is a projection, then

B1 = ΠA(B). Finally, if B2 ∈ R(AdA), then there exists some K ∈Mn(C) such that

B2 = [A,K]. Hence (A.2) holds.

(i). Suppose B is Hermitian, by Lemma A.3, we know that B1 = ΠA(B) is also

Hermitian, and hence so is [A,K]. Since A is Hermitian,

(A.3) [A,K] = [A,K]∗ = K∗A− AK∗ = [K∗, A] = −[A,K∗].
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Setting K = K1 + K2, where K1 = (K + K∗)/2 and K2 = (K − K∗)/2,

we see from (A.3) that [A,K] = [A,K2] and [A,K1] = 0. Hence K2 can be

used in place of K in (A.2).

(ii). We use a similar argument. Suppose B is real. Then ΠA(B) is real, and

hence [A,K] is also. Hence,

(A.4) [A,K] = [A,K] = [A, K̄].

Setting K = K1 +K2, where (K+ K̄)/2 and K2 = (K− K̄)/2, we see from

(A.4) that [A,K2] = 0, and hence K1 can be used in place of K in (A.2).

�

Theorem A.1. Suppose that A and B are real Hermitian matrices and that B is

nonnegative definite. Then the following are equivalent:

(i). There exists a real skew-symmetric matrix K such that B+[K,A] is positive

definite.

(ii). No eigenvector of A lies in the kernel of B.

Proof. (i) ⇒ (ii): Assume (i) holds and suppose that ψ is an eigenvector of A

with eigenvalue µ, such that ψ ∈ N (B). We arrive at the following contradiction:

0 < 〈ψ, (B + [K,A])ψ〉

= 〈ψ,KAψ〉 − 〈ψ,AKψ〉

= 2〈ψ,KAψ〉

= 2µ〈ψ,Kψ〉 = 0.

(ii) ⇒ (i): By Lemma A.3, we have that ΠA(B) = B + [K,A] is real symmetric

and nonnegative definite. It suffices to show strict definiteness, i.e., 〈x,ΠA(B)x〉 = 0
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implies x = 0. Using the spectral resolution A = µ1P1 + . . .+ µrPr, we have

0 = 〈x,ΠA(B)x〉

=
r∑

j=1

〈Pjx,BPjx〉.

Hence ∀j, xj = Pjx ∈ N (B). However each xj is an eigenvalue of A, which implies

from (ii) that xj = 0 ∀j. It follows that x =
∑r

j=1 Pjx =
∑r

j=1 xj = 0. �

2. Admissibility Theorem

Consider the linear one-dimensional system

(A.5) vt = Lv := −Avx +Bvxx −Dv,

where A,B,D are real symmetric constant matrices and B,D are nonnegative def-

inite. Recall that since this is a constant coefficient system, the spectrum is all

essential, i.e., σ(L) = σe(L). By taking the Fourier transform, we see that λ ∈ σe(L)

if there exists a non-trivial v such that

(A.6) {λI + iξA+ ξ2B +D }v = 0,

where ξ ∈ R. Said differently,

(A.7) λ ∈ σe(L) iff λ ∈ σ(−iξA− ξ2B −D).

Thus, the essential spectrum for (A.5) is given by the n curves λj(ξ) in (A.7). Hence,

the matrices A,B,D completely characterize the essential spectrum.

In the previous section, we proved some important facts from linear algebra. We

can apply Theorem A.1 to (A.7). In particular, if (A.5) is genuinely coupled, i.e.,

no eigenvector of A lies in N (B) ∩ N (D), then there exists a real skew-symmetric

K ∈Mn(C) such that <e(KA)+B+D is positive definite. The existence of K gives

us the following lemma:
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Lemma A.5. Suppose for matrices A,B,D, given by (A.5), there exists a real

skew symmetric K ∈ Mn(C) such that <e(KA) + B + D is positive definite. Then

for some θ > 0 we have that the essential spectrum λ(ξ) satisfies

(A.8) <eλ(ξ) ≤ −θ|ξ|2/(1 + |ξ|2).

Proof. We combine two spectral energy estimates: First, by taking the inner

product of (A.6) with v, we get the following standard Friedrich’s-type estimate [6]:

0 =〈v, λv〉+ 〈v, iξAv〉+ 〈v, ξ2Bv〉+ 〈v,Dv〉

=λ‖v‖+ iξ〈v, Av〉+ ξ2〈v,Bv〉+ 〈v,Dv〉.

Taking the real part yields

0 = <eλ‖v‖2 + |ξ|2〈v,Bv〉+ 〈v,Dv〉.

Multiplying by 1 + |ξ|2 and noting for some θ1, θ2 > 0, that

〈v,Bv〉 ≥ θ1‖Bv‖2 and 〈v,Dv〉 ≥ θ2‖Dv‖2,

we have

(A.9) <eλ(1 + |ξ|2)‖v‖2 + θ1|ξ|4‖Bv‖2 + θ2‖Dv‖2 + |ξ|2 [〈v,Bv〉+ 〈v,Dv〉] ≤ 0.

For the second estimate, we multiply the skew-symmetric matrix K by (A.6) and

take the inner product with iξv to get

0 =〈iξv, λKv〉+ 〈iξv, iξKAv〉+ 〈iξv, ξ2KBv〉+ 〈iξv,KDv〉

=− iξλ〈v,Kv〉+ |ξ|2〈v,KAv〉 − iξ3〈v,KBv〉 − iξ〈v,KDv〉.

By taking the real part and using Young’s inequality, we get

|ξ|2

2
〈v, [K,A]v〉 ≤ <eλ|ξ|‖K‖‖v‖2 + |ξ|3‖v‖‖K‖‖Bv‖+ |ξ|‖v‖‖K‖‖Dv‖

≤ ‖K‖
2
<eλ(1 + |ξ|2)‖v‖2 + |ξ|2

(
ε1‖v‖2 +

|ξ|2‖K‖2

4ε1
‖Bv‖2

)
+

(
ε2|ξ|2‖v‖2 +

‖K‖2

4ε2
‖Dv‖2

)
.(A.10)
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By choosing ε1 + ε2 ≤ θ, where θ > 0 satisfies [K,A] +B +D ≥ 2θ · I, and setting

M = max{‖K‖
2

4ε1θ1

,
‖K‖2

4ε2θ2

,
‖K‖

2
+ 1},

we have

|ξ|2

2
〈v, [K,A]v〉 ≤ <eλ(M−1)(1+ |ξ|2)‖v‖2 +Mθ1|ξ|4‖Bv‖2 +Mθ2‖Dv‖2 +θ|ξ|2‖v‖2.

Adding to M× (A.9) yields

<eλ(1 + |ξ|2)‖v‖2 + θ|ξ|2‖v‖2 ≤ 0.

�

Remark A.2. The operator L is said to be strictly dissipative if <eλ(ξ) < 0

for each ξ ∈ R \ {0}. Hence, the above lemma relates genuine coupling and strict

dissipativity. We summarize this section with the following theorem, which shows

that for our system of interest, they are equivalent.

Theorem A.2. Consider the operator equation vt = Lv given in (A.5). Let λ(ξ)

be the value λ of the nontrivial solution φ of (A.6). Then the following are equivalent:

(i). L is strictly dissipative.

(ii). L is genuinely coupled, i.e., no eigenvector φ of A is in N (B) ∩N (D).

(iii). There exists a real skew-symmetric K ∈Mn(C) such that <e(KA)+B+D

is positive definite.

(iv). There exists θ > 0 such that <eλ(ξ) ≤ −θ|ξ|2/(1 + |ξ|2).

Proof. (i) ⇒ (ii): Suppose φ satisfies both Aφ = µφ and φ ∈ N (B) ∩ N (D).

Then

(iξA+ ξ2B +D)φ = iξµφ.

Hence, <eλ(ξ) = <e(−iξµ) = 0, which contradicts (i). (ii) ⇒ (iii): Proven in

Theorem A.1. (iii) ⇒ (iv): Proven in Lemma A.5. (iv) ⇒ (i): Trivial. �
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3. The Kawashima Class

We conclude this Appendix by stating in full generality, the Kawashima class,

which equates genuinely coupled symmetrizable systems with strict dissipativity and

also the existence of a skew symmetric multiplier which is crucial in the derivative

estimate of Lemma 3.2.

Consider a one-dimensional system

ut + f(u)x − (B(u)ux)x + (C(u)uxx)x +Q(u) = 0,

where x ∈ R, u, f ∈ Rn, and B,C,Q ∈ Rn×n are all twice continuously differentiable.

Moreover, in some neighborhood U of a particular base point u∗, i.e., the following

assumptions hold:

Assumption A.1 (Symmetrizability). For all u ∈ U , there exists a symmetrizer

A0(u), symmetric and positive definite, such that the terms A0(u)df(u), A0(u)B(u),

and A0(u)dQ(u) are all symmetric, and both A0(u)B(u) and A0(u)dQ(u) are nonneg-

ative definite.

Assumption A.2 (Genuine coupling). For u ∈ U , there is no eigenvector of df(u)

lying in N (B(u)) ∩N (dQ(u)).

Assumption A.3 (Block structure). The left kernels of B(u) and dQ(u) are in-

dependent of u.
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Notes on the Jin-Xin relaxation model

In this appendix, we examine the structure of the Jin-Xin relaxation model as it

relates to the Kawashima class. We present the following theorem:

Theorem B.1. Given that Assumption 4.2 holds, we have that Assumption 4.1

holds if and only if [A, df ] = 0.

Proof. Suppose Assumption 4.1 holds. Then in in some neighborhood U of a

particular base point (u∗, v∗),

(B.1) A0 =

 α β

βT γ

 ,

is symmetric and positive definite, where α, β, and γ are n×nmatrix-valued functions.

Hence, α, γ are symmetric, positive-definite. In addition, we have that α β

βT γ

 0 I

A 0

 =

βA α

γA βT


is symmetric, and  α β

βT γ

  0 0

df −I

 =

βdf −β

γdf −γ


is symmetric and positive definite. Hence, it follows that β, βA, and βdf must all be

symmetric. In addition, α = αT = γA and β = −γdf . Hence,

(B.2) A0 =

 γA −γdf

−γdf γ

 =

γ 0

0 γ

  A −df

−df I

 .
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Since γ is positive-definite, it follows that γ is invertible. Moreover, we have that

βA = −γdfA is symmetric and hence

γdfA = (γdfA)T = ATdfTγ = ATγdf = γAdf.

Therefore, since γ is invertible, commutation follows, dfA = Adf . We remark that

by (B.2), every symmetrizer can be uniquely determined by γ.

Conversely, suppose that [A, df ] = 0 in some neighborhood U of a particular base

point (u∗, v∗), there exists a matrix-valued function S = S(U, V ) such that SAS−1

and SdfS−1 are both diagonal. Thus, we let γ = STS and show that

A0 =

 γ 0

0 γ

  A −df

−df I

 ,

is a symmetrizer for (4.10). Note that γ is symmetric and positive definite. Left

multiplying A0 to (4.10) gives

λA0

 U

V

 +

 −sγA− γdfA −γA+ sγdf

−sγdf − γA γdf − s γ

  U

V


x

=

 −γdf 2 γdf

γdf −γ

  U

V

 .(B.3)

Thus, it suffices to show that γA, γdf , γdfA, and γdf 2 are all symmetric and that

A0 is positive definite. Note that since SAS−1 and SdfS−1 are diagonal, it follows

that SAS−1 = (S−1)TATST and SdfS−1 = (S−1)TdfTST . Thus,

(γA)T =(STSA)T

=(ST (SAS−1)S)T

=(ST ((S−1)TATST )S)T

=(ATγ)T

=γA.
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The others follow similarly. Hence, A0 is symmetric and makes (B.3) symmetric as

well. Finally, we show that A0 is positive: Let

y =

 S 0

0 S

x.

Then

〈x,A0x〉 = 〈x,

 STS 0

0 STS

  A −df

−df I

x〉

= 〈y,

 S 0

0 S

  A −df

−df I

  S−1 0

0 S−1

 y〉

= 〈y,

 Ã −Λ

−Λ I

 y〉,

where Ã = SAS−1 and Λ = SΛS−1 are both diagonal. Thus, by reordering the

coordinates of y, we can write the matrix as block diagonals of the form Ãi −Λi

−Λi 1

 .

Hence, we have positivity if and only if each block is positive. However, a 2× 2 block

is positive if the trace and determinant are both positive, which follows from the fact

that Ã is positive and from Assumption 4.2, that Ã− Λ2 > 0. �
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Identities for Inner Products

For convenience of the reader, we give here the elementary computation that plays

in the spectral, complex-valued context the role played by Friedrich’s-type estimates

for real-valued time-evolutionary systems with symmetric coefficients [7]. Hereafter,

let ‖ · ‖, 〈·, ·〉 denote the standard complex L2 norm and inner product, | · | and “·”

the complex vector norm and inner product, and
∫
f the integral

∫ +∞
−∞ f(x)dx.

Lemma C.1. Let f(x) ∈ Cn be an H1, complex vector-valued function, and H(x) ∈

Cn×n a Hermitian, C1 complex matrix-valued function. Then,

(C.1) <e〈f,Hf ′〉 = −<e〈f, (Hf)′〉 = −(1/2)〈f,H ′f〉,

where “′” as usual denotes d/dx. Likewise, if K(x) ∈ Cn×n is an anti-Hermitian C1

complex matrix-valued function, then

(C.2) =m〈f,Kf ′〉 = −=m〈f, (Kf)′〉 = −(1/2)〈f,K ′f〉.

Proof. The first equality in (C.1) follows upon integration by parts. Likewise,

integrating by parts, we have

<e〈f,Hf ′〉 = (1/2)(〈f,Hf ′〉+ 〈Hf ′, f〉)

= (1/2)(〈f,Hf ′〉+ 〈f ′, Hf〉)

= (1/2)(〈f,Hf ′〉 − 〈f,Hf〉

= −(1/2)〈f,H ′f〉,

verifying the second equality. By setting H = −iK in (C.1), we obtain (C.2). �
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